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ABSTRACT 

 

DIAGNOSING HUMAN CONTROL SYSTEM CAPABILITY BY APPLICATION OF 

BANDWIDTH CONCEPT 

Shahab Karimi, M.S.T. 

Western Carolina University (April 2016) 

Director: Dr. Martin L. Tanaka 

The methods used to quantify bandwidth for a simple engineering system are well established. 

However, the application of bandwidth to complex systems like humanôs motor control is more 

challenging. Conceptually, bandwidth is a measure of how capable a system is to respond to a 

command and stabilize in a shorter time and with less fluctuations. The goal of this research is to 

develop new diagnostic methods that can be used by medical professionals to assess the degree of 

neuromuscular disease and evaluate the effectiveness of treatment. In this study, ten healthy 

subjects performed twenty tasks, involving tracking trunk angular position in the sagittal plane. 

Trials consist of a one-dimensional input signal displayed on a screen.  Subjects moved their torso 

to track the target as it moved. Responses were recorded and MATLAB was used to model and 

simulate each response. Mathematical modeling utilized a nonlinear least squares method to fit the 

model to experimental data. The optomized model parameters were validated after data fitting. 

Models were transformed to frequency domain by using Fourier transforms. The bandwidth of the 

human neuromuscular system controlling trunk motion in sagittal plane was found to be in the 

range of 0.35 to 0.85 Hz. Bandwidth may be used as a measurable variable to quantify 

neuromuscular controller capability.  
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CHAPTER 1 : INTRODUCTION 

 

 The methods used to quantify bandwidth for a simple engineering system are well established 

[1], [2]. However, the application of bandwidth to complex systems like human motor control is 

more challenging. A simple explanation is that controllers with higher bandwidth are able to 

respond to the commands more quickly and with less fluctuation. A mathematical definition of 

bandwidth in signal processing is the range of frequencies over which the magnitude response of 

the transfer function drops by 3 dB. This drop in amplitude corresponded to a 50% decrease in 

power [36]. Many different factors influence the human neuromuscular control system, and its 

response to input commands. Some of these factors include age, physical condition, neurological 

condition, external environment and body mass distribution [3]. The human neuromuscular control 

system is even more complicated, because it may also have different responses to the same input 

signal [4]. Due to the large number of influencing factors and since they are inherently coupled 

with the system, a large amount of experimental data is needed to understand the influence of each 

factor on bandwidth. 

 In order to understand the complexity of human motor control, some researchers have used 

mathematical models to study the dynamics and statics of the torso [5], [6]. Typically, input 

commands are presented to the system and the motor control moves the body to track these 

movement commands. In nonlinear dynamical control systems, the mathematical model is more 

complex and has higher order [7]. Accordingly, data fitting and optimization procedure for 

estimation of model parameters take more effort. However, it is essential to have an accurate model 

for the system in order to determine the bandwidth of the system. 
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 The error between the result from mathematical the model of the system and experimental data 

is desired to be zero. Thus, the parameters of the nonlinear mathematical model are estimated such 

that they minimize the error between the model result and experimental data. Although many 

different data fitting methods have been proposed, focus of this research was on Least Squares 

method.  ñNonlinear least squaresò is one of the methods that results in an accurate model. The 

parameters estimated by this method fit the nonlinear model to the experimental data with a high 

precision [8].  

 Modeling and simulation of complex systems like the dynamics and motor control of human 

takes a massive amount of time. Here, computational methods can be used efficiently. 

Computational programming can help to increase the speed of the optimization process by using 

the computational devices [9]. Moreover, simulation of complex systems could be performed by 

computational methods [10]. MATLAB is one of the most useful tools in modeling, optimization 

and simulation of complex linear and nonlinear systems. In this study, all of the simulation and 

parameter estimation processes on the mathematical model have been performed by using 

MATLAB.  

 The ultimate goal of this research is to develop new diagnostic methods that can be used by 

medical professionals to assess the degree of neuromuscular disease and evaluate the effectiveness 

of treatment. In this research, methods were developed to calculate the bandwidth of the 

neuromuscular control system, which may be used as a measurable parameter to quantify 

neuromuscular controller capability. 
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CHAPTER 2 : LITERATURE REVIEW 

 

2.1 Biomechanics, mathematical modeling and optimization 

  A brief and clear definition of biomechanics is the application of mechanics principles to study 

of the function and structures of biological systems such as humans, animals, cells, etc. [11]. The 

first study in biomechanics was performed by Aristotle and focused on the study of animal 

movements [12]. After him, there were many other pioneers in this field of science. Da Vinci 

studied force interaction between muscle and skeletal system [13], Galilei studied the structure of 

bone which is believed to be the first understanding in biological optimization [13], and Borelli 

studied the musculoskeletal system of humanôs [14]. Figure 2. 1 depicts the first figures that 

Aristotle made to describe the human bodyôs dynamics.   

Figure 2.1 Borelliôs first pictures of humanôs dynamic 
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 One of the major subfields of biomechanics is the study of the human body motion. In this 

subfield, quantitative based methods are applied for the analysis of different human motions [15].  

 Using dynamics and physics rules of dynamical systems is one of the most helpful tools in the 

study of human movement. Almost all of the studies in this field have been done by using existing 

rules in physics of motion and dynamics such as Newtonôs second law and its results [16]. 

Mathematical equations are the tools by which the dynamics and physics of motion are  

represented. The mathematical model is an illustration of a system or phenomena by mathematical 

concepts [17]. Therefore, the dynamic of human movement can be modeled by a mathematical 

model based on physical rules. 

 A broad variety of studies have been conducted on different types of human body movement 

such as gait, torso movement, lumbar motion, jumping, diving, sport exercises, etc. In 1964, 

Hanavan presented a mathematical model of the human body [18]. In 1989, Barin found and 

evaluated a generalized model of human postural dynamics and control in sagittal plane [19]. In 

1995, Winter used the mathematical model of an inverted pendulum to model the human balance 

and posture control [20]. In most of the cases, the dynamic of the human body was modeled to a 

simple mechanical/physical system, which consisted of one or more lumped mass, to represent the 

moving part of the body, with bars or rods between them as connectors. Figure 2.2 shows the 

schematic of an inverted pendulum model that Winter proposed for standing. Mathematical and 

differential equations were generated for the system. Using mathematical optimization, the model 

was modified to have the best fir with the experimental data. 
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 Any mathematical model that describes the behavior of a dynamical system is supposed to be 

accurate. That means, its results must fit the experimental data of the system. In other words, the 

error between the data from the corresponded experiments and the data from the mathematical 

model should be minimized. In 1982, Vaughan et al. did an mathematical optimization to estimate 

the human bodyôs segment parameters [21]. They applied an optimization method on kinematic 

data to identify the mechanical properties of a body segment. In 1990, Zajac et al. did a 

comprehensive study on mathematical modeling and parameter estimation of the musculoskeletal 

movement system [22]. They modeled human dynamics mathematically. The mathematical model 

had different parameters. Each parameter described a specific effect of a different segment of the 

human body. By utilizing mathematical optimization methods, they tried to minimize the error 

between mathematical model output and experimental data.  

Figure 2.2 Winterôs schematic physical model by using inverted pendulum 
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 Many different methods have been found for mathematical optimization and parameter 

estimation. Then ñleast squaresò method of optimization was invented by Gauss in 1806 [23].  This 

method is used for overdetermined systems of equations. Overdetermined systems contain more 

equations than the unknowns [24]. In least squares method the overall solution for the system of 

equations minimizes the sum of the squares of errors between observed data and modeled data 

[25]. Least Squaresô most important application is data fitting or curve fitting [26]. ñNonlinear 

least squaresò method is one of subsets of least squares that have been used in many parameter 

estimation and optimization research projects. This method is a form of least squares that is used 

to fit a group of experimental data (observations) with a nonlinear mathematical model that 

contains a set of parameters [27]. Figure 2. 3 depicts different orders of polynomials (colored lines) 

fitting a series of experimental data (black dots) [28].  

 

Figure 2.3 Different orders of polynomials fitting a series of experimental data 
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2.2 Neuromuscular system and torso movement 

 One of the major motions hapenning in the human body is rotation of the entire upper body in 

main anatomical planes. The human neural system is the motor controller for motions in the human 

body [29]. Many researchers have investigated the dynamics of the upper body and torso in humans 

and its association with the neuromuscular system. 

 In 1976, Huston et al. studied the dynamics of human body in a full scale. They presented a 

physical model of human body by ellipsoids, elliptical cylinders and frustrums of elliptical cones 

[30]. They also analyzed the dynamics of torso and presented a general equation for its motion. 

Figure 2. 4 shows the physical model they proposed for human body.  

Figure 2.4 Hustonôs proposed physical model for human body 
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  Miles presented a comprehensive and simple mathematical model for dynamics of the torso in 

1981 [31]. The proposed model by Miles retained all of the intuitive mechanical and dynamical 

characteristics and properties. Parameter estimation was also performed and the estimated 

parameters of the model were corroborated by experimental data. In 2007, Tanaka and Granata 

did a nonlinear analysis on low back stability that was associated with dynamics of the torso.  

Lyapunov Stability Analysis was applied in this research as a tool for measuring the local stability 

[32]. In 2010, Tanaka et al. proposed a mathematical model for seated stability [33]. The dynamics 

and statics of the seated human is associated with the neuromuscular control system and also with 

dynamics of the trunk and torso. In this study, a Lagrangian approach was used to describe the 

dynamics of motion and determine the equations of dynamics. Figure 2.5 is the schematic 

Figure 2 - 4 

 

Figure 2 - 

5Figure 2 - 4 

 

Figure 2 - 5 

 

 

Figure 2 - 

5Figure 2 - 4 

 

Figure 2.5 Tanakaôs proposed model for human torsoôs dynamics 
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representation of the proposed mathematical model for this specific type of analysis in this study 

[33]. 

  In 2011, Davidson et al. assessed human postural response to sagittal plane perturbations with 

localized muscle fatigue and aging. This study was experimental and simulation based research. 

The effects of localized muscle fatigue and aging on neural control of balance recovery from a 

postural perturbation was studied in this research [34]. Figure 2 ï 6 depicts the free body diagram 

of the human model presented in this study. 

Also, Figure 2. 7 shows the proposed block diagram of the system in this study. Figure 2. 7 includes 

the plant and the neural controller [34]. 

Figure 2.6 Davidsonôs free body diagram of the human model 
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  In 2013, Reeves et al. investigated the reliability of assessing trunk motor control by 

application of position and force tracking, and stabilization tasks [35]. The experimental section 

of this study was similar to the experimental part of this thesis project. A system based approach 

was applied to study and assess trunk motor control in different human subjects. It was stated that 

the position and force control tasks for investigation of trunk motor control is deemed reliable [35]. 

Therefore, the similar experimental task was used to collect necessary data for this thesis project.  

2.3 Bandwidth and human motor control 

 Although the methods used to quantify bandwidth for a simple engineering system are well 

established, the application of bandwidth to complex systems like humanôs neuromuscular system 

is more challenging. A general definition for bandwidth is the difference between the highest and 

lowest frequencies in a continuous set of frequencies [36]. To say that a system has a certain 

bandwidth means that the system can process signals with the frequency values within that 

bandwidth [37]. In 2013, Reeves et al. explained bandwidth as follows [38]: 

ñLike other physical systems, human motor control has constraints, referred to as bandwidth, 

which limit the range of frequency over which the system can operate within some tolerated level 

of error. For instance, a person can track closely a reference signal such as a low-frequency sine 

wave, but, as the frequency of the sine wave increases, limits in the controller's bandwidth will 

Figure 2.7 Proposed block diagram of the assessed system in davidsonôs study 
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result in tracking error. This tracking error occurs as a result of a reduction in amplitude and/or 

an increase in delay (i.e., phase shift) between the reference and tracking signal.ò 

 All of the statements above indicate that a control system with higher bandwidth is capable of 

responding to commands, changes more quickly and reach the steady state in a shorter period. 

Hence, the bandwidth is associated with time delay, rise time, settling time and percentage of 

overshoot of the systemôs response. Therefore, a system with higher bandwidth has shorter time 

delay, settling time, rise time, and lower percentage of overshoot. A brief and clear definition for 

bandwidth of humanôs neuromuscular system based on the current definitions could be represented 

as follows: The bandwidth of a human motor control system is a measure of how capable he/she 

is to respond to a command and stabilize in a shorter period and with a less fluctuation. In this 

definition, a shorter period refers to a shorter delay, rise time and settling time, and less oscillation 

refers to smaller percentage of overshoot.  

 The stated definition of bandwidth above describes it qualitatively. The quantitaive definition 

of bandwidth is well established and is defined as the range of frequencies over which the 

magnitude response of the transfer function drops by 3 dB. This drop in amplitude corresponded 

to a 50% decrease in power [39]. There are some established mathematical methods to determine 

the bandwidth of simple control systems such as first order or second order transfer functions with 

one or two numbers of poles and zeros [2].  

 Basically, the mathematical model is transformed to frequency domain for calculation of 

bandwidth [2]. The Fourier transform is used to associate the time domain representation of a 

mathematical domain to the frequency domain [40]. In using Fourier transforms, signals are 

written as the sum of a set of sinusoidal signal components. Each sinusoidal component is 

described by a complex function consisted of a real part and an imaginary part. The magnitude of 
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this complex function is the amplitude of the signalôs component [41]. Bandwidth frequency is 

determined by finding a solution for the equality of this amplitude and amplitude of -3db in 

logarithmic scale [2]. 

 Calculation of bandwidth and its application to complex systems like a human is more 

challenging. The human neuromuscular system and its interaction with the musculoskeletal system 

are a complex and nonlinear. Finding an accurate mathematical model for high order and nonlinear 

system is a challenging job. It requires a high accuracy optimization process to estimate the 

parameters of the mathematical model which describes the system precisely. It all causes 

determination of bandwidth for a complex and high order system such as the human motor control 

to take an excessive amount of time.  

 

  

 

 

 

 

 

 

 

 

 

 

 



13 

 

CHAPTER 3 : METHODS 

 

 The goal of this study was to determine the bandwidth of the neuromuscualar system 

controlling torso movement. In this consits of three major components, human subject experiment, 

mathematical modeling and analysis of models.  The subjects used small torso movements to track 

a target and their movment was recorded.  Data collected from the experiment was used to tune 

the parameters of a mathematical model. Once the model was tuned, a simulation was conducted 

to determine the system response.  The system response was analyzed to calculate the bandwidth 

and other system characteristics.   

 An overvew of the entire methods section is shown below. 

1. Movement 

Tracking 

Experiment 

An experiment was performed on human subjects. This expetiment 

consisted of position tracking tasks and the trials were made up of 

pseudorandom perturbations. The results of the experiment were used 

to tune the parameters of the proposed mathematical model. 

2. Mathematical 

Modeling 

A proper model had to be proposed to describe the behavor of system. 

This model consisted of variables and parameters. According to the 

studied system, the variables are general rotational dynamic variables. 

Parameters of the model are physical properties of subjects and control 

properties of the system. 

3. Simulation This level was consisted of estimation of mathematical modelôs 

parameters. An optimization process must be performed to find the 

best values of parameters in order to minimize the difference between 

model and experimental data. 
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4. Analysis and 

Validation 

The result of simulation must be compared to the experimental data to 

see if any change or modification is required in previous levels. This 

level caused the accuracy of final results increased. Also it prevented 

additional useless repettition of modeling and simulation. 

5. Determination 

of Bandwidth 

After creating the best fit mathematical model for the system, 

Bandwidth of the system was calculated based on this model. In 

addition, other control and dynamical characteristics such as cognitive 

time delay and etc. were determined in this level. 

3.1. Movement Tracking Experiment 

 A movement tracking experiment was performed at Michican State University by Dr. Reeves 

and his research group.  Ten individuals participated in the study. Participants included 5 females 

and 5 males between the ages of 20 and 58. Human subjects protection training was completed by 

all investigators and the study was approved by the Institutional Review Board (IRB) at Michigan 

State University. All of the human subjects were required to be generally healthy and have no issue 

their back such as low back pain, previous spinal surgery,  etc. Physical information of subjects is 

shown in Table 3.1. 

Table 3.1: The basic information of test subjects 

 

 

 

 

Subject No. Gender Age Height (cm) Weight (Kg) 

1 F 37 160 69 

2 F 21 164 56.8 

3 M 46 179 83.6 

4 M 58 165.5 80 

5 M 39 174.5 154.6 

6 F 20 173.6 62.4 

7 M 25 180 71 

8 M 24 185.5 85.4 

9 F 43 170.2 64.1 

10 F 26 165.5 58.1 
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 In the postion tracking experiment participants sat on a chair and string potentiometers were 

attached to a borad that was strapped to the back.  Figure 3-2 depicts the set-up schematically. As 

the subject moved his/her torso the length of the string potentiometers changed and the from this 

the angle was calculated.  All movment occurred in the saggital plane. The human subjects were 

strapped to the seat such that an angle of 120 degree was maintained between their hip and knee. 

A monitor was used to provide visual feedback for subjects. The monitor displayed the input signal 

and output reponse of the subjects during the experiment.  It was placed one meter in front of each 

subject such that the center of monitor was at the same height as the subjectôs eyes.   

 As each subject moved, the string potentiometers changed length causing the output signal 

indicator on the monitor moved up or down. Participants were instructed to track the target and 

move their torso to place  the output signal indicator on the target.  The location of the input 

signal indicator, shown in figure 3.1, changed on the monitor over time. Subjects were instructed 

to track the input by flexing or extending their torso. This caused the output indicator moves on 

the monitor and it provided the subject with visual feedback of his/her current position. Each 

subject tried to keep the output indicator on the input target. The change of length of the string 

potentiometers were recorded during each task. The sampling rate of recording was 0.01 seconds 

which was fast enough for the modeling and simulation process. 
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Flexion 

 

Figure 3 - 

2Flexion 

 

Figure 3 - 2 

 

Extension 

 

Extension 

 

Extension 

 

Figure 3.2 humanôs flexion and extension 

 

Figure 3 - 1 

 

Input Signal 

String Potentiometer 

Monitor 

Output Signal 

Figure 3.1 used set-up for the experimental part of the project 
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 Flexion describes a bending movement that decreases the angle between a segment and its 

proximal segment. Extension is the opposite of flexion, describing a straightening movement that 

increases the angle between body parts [42]. Figure 3.2 shows how flexion and extension occurs 

schematically. 

 Input signals were designed as step functions. Six different step functions were used in this 

study. These step functions consisted of three different magnitudes in two different directions. 

Table 3.2 shows the information of the input signals. The negative direction indicates flexion and 

positive direction indicates extension.  

Table 3.2: Properties of step functions (input signals) 

Input No. 
Magnitude 

(degrees) 
Direction Motion 

1 6 - Flexion 

2 4 - Flexion 

3 2 - Flexion 

4 2 + Extension 

5 4 + Extension 

6 5 + Extension 

 

 Signals were designed in using MATLAB. A sampling rate of 20 ms was assigned to the input 

signals. The duration of each step function ranged of 2.5 to 3 seconds. This gave subjects enough 

time for their postion to settle after moving to the new location.  The hold time was made variable 

so that participants would not be able to anticipate when the next change in postion would occur.  

After each step Function, the target position was returned to the resting (or zero) postions before 
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beginning the next step function.  The duration of the resting time was varried between 2 to 3 

seconds. Figure 3.3 shows a step function and the returning to the initial postion.  

 Each subject performed twenty different trials and each trial included twelve step functions. 

There were two of each step function assigned in each trial. The twenty different trials differed 

from each other with respect to arrangment and duration of step functions. This was done so that 

participants would not be able to predict the time, magnitude, or direction of the next step fucntion.  

Also, Figure 3.4 shows two designed trials. Design of input signals was done at Western Carolina 

University. 

 After the data were collected at MSU they were sent to WCU for modeling, simulation and 

analysis. In total there were 200 data sets representing 10 subjects each performing 20 trials.  With 

each trial consisting of 12 step functions, the total number of step functions was 720.   Figure 3.5 

shows of input signals and corresponding output results for one subject and two different datasets.   
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Figure 3.3 step function and the returning after that 
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      In some cases, the output response did not achieve a steady state value after the input signal 

changed.  This was because the subject did not have enough time to settle when responding to the 

input signal. It occurred mostly at the initial input signals of each trial. Because the goal of this 

study was to analyze the normal response of a person to a step function input, the responses that 

were teribbly different than others were omitted from the dataset before mathematical modeling 

and simulation was performed. 

Figure 3.4 two designed input signals for experiment 
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 It can be observed in Figure 3.5 that subjects began to response to a change in input signal after 

a short time delay.  After moving to the new postion, their movement settled after a few 

oscillations. This time delay is caused by the individualôs cognitive time delay which is the time 

necessary for the brain to process that the input signal has changed. A shorter time delay at the 

start of each motion is desirable. Moreover, subjects are encouraged to track the position and 

achieve it in the shortest possible time. Hence, it is also desirable to reach the steady state and 

maintain the target postion in a shorter time and with minimum oscillation. 

3.2 Mathematical Modeling 

 A mathematical model was required to describe the behavior of the dynamical system. The 

model consists of a mathematical equation that desrcibes the motion. In general, a force or position 

Figure 3.5 different responses and corresponded input signals for one subject 
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input is provided to the model and the response is the movement behavior (i.e. the output).  The  

model of the system should also include the effect of feedback controller. 

 An inverted pendulum with a proportional controller was used to model the system. The 

properties of the pendulum and the controller must be considered in the system design.  A second 

order differential equation was used to describe the dynamics of the system. A general 

mathematical model for a rotational dynamic system was used, 

   (3.1) Ὅ— ὦ— Ὧ— ό   

 This model is the Newtonôs second law for rotation. The angular motion variables change with 

time. Hence, the position, velocity and acceleration of the system are functions of time and are 

represented as —  , —  and —  in the time domain. The parameter I represents the moment of 

inertia of the upper body. Torso stiffness due to the spinal ligaments, and passive muscle tone of 

the abdominal and back muscles were assigned a stifness value of k. Viscous damping of the torso 

during movment was assigned a value of b. In this model, u(t) consists of two components. The 

first is torque generated by active contractions of the abdominal and back muscles.  This torque is 

controlled by the human motor controller in the brain. The second component is the effect of 

gravity on the system. A mathematical representation of these torques is given by 

   (3.2) ό άὫὰ ίὭὲ— Ὃ— — Ȣ  

where G is the gain of the controller.  The paremeters m, g and l are the mass of upper body, 

acceleration due to gravity and the length of the segment to the center of mass, respectively. — is 

the desired angular position. Using Eulerôs approximation for small angles, the mathematical 

representation of the system is 

(3.3) Ὅ— ὦ— —Ὧ άὫὰ Ὃ— —  
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 The above system models human toros dynamics and control, but does not account for 

controller time delay.  This can be significant in human on the order of 200 ms. The cognitive time 

delay is the time it takes each subject to start to respond after receiving the command. Assume that 

a subject receives the command at t = 0 and starts to move toward the target at  t= Ű. In this case 

the cognitive time delay would be Ű. Time delay maybe taken into account in the mathematical 

model of the system by converting it into  the following piecewise function 

(3.4) 

— π                                       π ὸ †
 

Ὅ— ὦ— Ὧ— ό             † ὸ
   

where ό  was given by equation 2. 

 Finding an analytical solution for equation 3.4 consumes a lot of time. Because it is a piecewise 

function and is consisted of two different functions of time. Hence, it becomes complex to find an 

analytical solution that satifies both parts of equation 3.4. Therefore, numerical methods were 

applied to analyze the behavior of this system.  

 Simulink (MathWorks, Inc. Natick, Massachusetts) was used to import the mathematical 

model into the computational environment and simulate the system response. This program is a 

graphical environment for modeling and simulation of engineering systems. Simulink is designed 

to model dynamics system and automatic controls.  It has many built in features/blocks to model 

these type of systems. Therefore, the block diagrams are used in this programming environment 

Figure 3.6 proposed block diagram in simulink 
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as tools to describe the system schematically. The block diagram of our system was created within 

Simulink. Figure 3-6 shows the block diagram of this system in Simulink. 

 Each block represents a specific parameter or part of the mathematical model of the system. 

Description of each block is as follows: 

Step input:  Input commands are in the form of step functions. The commanding point 

on the screen moves suddenly from   — π to the — — and stays in the 

new position. This block sends the specified command to the plant with 

respect to a defined conditions in the study. 

Sum: A closed-loop feedback control system is used in this study. The error 

between current position and desired position is calculated by this block. 

In fact, the controller sends the command to the plant based on the 

calculation performed in this block. The feedback controller in this 

system will be described in detail later. 

Gain: This block represents the proportional gain of the controller. The 

calculated error in the previous block is multiplied by this value to 

provide a scaled feedback control. A larger proportional gain results in a 

larger change in output for a given error in angular position. [43] 

Time delay: The cognitive time delay is assigned in this block. The block ñTransport 

Delayò in the block diagram was used to represent this delay in the 

system. 

Plant: General transfer function for the plant is assigned in this block. That 

transfer function is a fractional function in frequency (i.e. Laplace) 

domain which determines the ratio between the input and output of the 
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system. The nominator and denominator of this function describes the 

general behavior of plant. In our system, the nominator was assigned a 

value of 1 and denominator will be described in detial later in this section. 

Output: Output is the response of our system to the input signal. In other words, 

it is the position of subject at each moment in time. Thus, it is a matrix 

consisted of two columns. One column is for time points and another one 

is the position at each point of time. All of the output data are stored in 

this block. The sampling rate for data recording was assigned to 0.01 

seconds based on the sampling rate in the data collection of experiments. 

Thus, the time column is an arithmetic sequence with a step of 0.01. The 

position column includes the position of the modeled system at each time 

point. 

Scope: This block provides a visual representation of output. It outputs a plot of 

the modeled postion over time. 

 Letôs assume that the applied torque by the controller is the input to the plant. Then, equation 

(3.3) could be rewritten as  

(3.5) Ὅ— ὦ— —Ὧ άὫὰ όὸ  

 Where u(t) = G(ɗd - ɗ). Since a proportional feedback controller was assumed for the humanôs 

neuromuscular system, a feeback loop was assigned to the system that connects the output to the 

input. This connectur is shown in the figure 3.6.  It provides the capability for the system to 

calculate the angular difference (instant error) between the input (desired position) and the output 

(current position) at each point. Based on this comparison, the controller sends the proper 

command to the plant. The interaction between controller and the plant results in a decrease in the 
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distance between input and output at each point of time. In other word, the plant moves toward 

input and decreases its distance to the desired position. As soon as the current position falls within 

a defined range of angular positional error the plant stops moving. For instance, assume that the 

absolute value of tolerance is 0.1 degree and the human subject is tracking the input command of 

2 degrees. Once his/her position falls within 1.9 to 2.1 degrees, the modeled system stops moving 

and maintains the position within this range of angular position.  

 Our controller was a simple proportional controller with closed-loop feedback. Other 

controllers such a PID controller or even a more complex controller with multiple components 

were considered. These more complex controller are able to drive the plant to achieve a error value 

near zero. However, these controller add additional complexity and the additional model 

paramaters make optimization less reliable. Therefore a simple feedback controller was selected.  

 To find the transfer function, which is the ratio between the input and output of the system, 

equation (3.5) was transformed to Laplace domain. 

(3.6) Ὸ Ὅί ὦίὯ άὫὰ Ὗ   

 Hence 

(3.7) ὸὪ  
Ὸ

Ὗ

ρ

Ὅί ὦίὯ άὫὰ
  

 Equation (3.7) is the transfer function of our system in Laplace domain. It was used in the 

transfer function block of the block diagram for the system deacribed above. 

3.3 Simulation and parameter estimation 

 The mathematical model was imported into Simulink in order to have a better understanding 

of the system, and also to perform the simulation. Before conduction the simulation, parameters 

of the model must be determined. Having the model with known parameters, we can simulate a 
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response to various input signals. Thus, the purpose of this section is to determine the parameters 

that make the mathematical model fit the experimental data.  

3.3.1 Mathematical procedure 

 A cost function was defined that represents the error between the mathematical model and the 

experimental data. Parameters of the model were determined such that the cost function was 

minimized. Hence, this stage of the study was to solve an optimization problem. Generally, in 

optimization problems, the goal is to minimize the defined cost function to find the best fit or 

model. 

 Since the focus of this study was not on the development of optimization methods, a standard 

optimization method was selected, the ñNonlinear Least Squaresò. This method is suitable for 

parameter estimation problems. Curve fitting is one of the most useful features of this method. The 

following paragraphs describe the theory of optimization using the Nonlinear Least Squares 

method. 

 Assume we have an experimental time domain data set that consists of m data points. A 

representation of this data set is  

(3.8) ὈὥὸὥίὩὸώȟὸȟώȟὸȟώȟὸȟȣȟώȟὸ   

 Recall the mathematical model for these data are a function of time. That means the point in 

time is the input to the system and the output of this function is the position of the subject at that 

specific time point. Letôs say it has n parameters that n < m and each parameter is shown as Pj, 

where j is an integer between 1 to n. To simplify the mathematical representation of the model, 

consider the set of parameters as a vector of P, such that 

(3.9) ὖ ὖ ὖ ὖȣὖ   

 Hence, the mathematical representation of the function of model is 
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(3.10) ώ Ὢὖȟὸ  

 In parameter estimation, the goal is to find the vector P such that the model minimizes the cost 

function. In the nonlinear least square method the cost function is defined as  [44], 

(3.11) ὅȢὊȢ Ὢὖȟὸ ώ   

 This represents the sum of the squares of errors between model and experimental value at each 

point of time. The minimum of a function f(x) occurrs when 

(3.12) 
Ὠ

Ὠὼ
Ὢὼ π  

 That is the derivative of the function, with respect to its variable equal to zero. Accordingly, 

the minimum of the equation 3.11 occurs when partial derivative of C.F. with respect to each 

parameter equals zero. That is 

(3.13) 
‬

‬ὖ
ὅȢὊȢ ς Ὢὖȟὸ ώ  

‬

‬ὖ
Ὢὖȟὸ ώ π  

 Thus, we need to find the best values for the members of vector P which are the parameters of 

the model. These values must satisfy equation 3.13. In order to find the best values for the arrays 

of vector P, a search algorithm was used. The computational method utilizes an itterative process 

based on the search algorithm to find the best parameters values. The Trust-Region-Reflective was 

selected as the search algorithm for this system. An understandable definition of this search method 

in Nonlinear Least Squares optimization is presented below. 

 Assume a function f(x) that has one variable, x. To minimize this function computationally, we 

need to find the value of x such that it satisfies the convergence criteria. An initial value of xo for 

parameter x needs to be determined to start the process of parameter estimation. A subset So of 

points is selected around xo by determining a radius of r and resolution of d. A geographical 
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representation of subset So is shown in Figure 3-7. Radius and resolution determine how many 

points are in the subset S. Subset So is called the trust region [8]. Letôs say that there are k points 

in the trust region. The computational search algorithm evaluates all the values of x in the trust 

region and calculates all the f(x) values. Then x1  is identified as the value for x at which f(x) is 

minimized over the interval [xo ï r , xo + r ]. After completing the first level of the search process, 

the trust region is moved to a new interval where the center is x1. The radius and resolution of the 

trust region remains constant for each step of search algorithm. Thus, there is a new trust region 

interval, called S1, that includes new k points. The search process repeats in the new level, and the 

search algorithm compares the values of f(x) of the new trust region to find the minimum value for 

f(x). Hence, x2  is identified as the new value for x, at which f(x) is minimized over the interval [x1 

ï r , x1 + r ] , the trust region. This process continues until the convergence criteria is met. Different 

criteria for convergence could be defined. The goal is to find the x value that causes the cost 
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function,  f(x), to equal zero. However, in most cases this is an ideal criteria that cannot be met. 

Hence, the most common convergence criteria is the following [8]:  

 where ŭ is the tolerance value for the cost function. A smaller value of ŭ increases the accuracy 

of the model. However, it increases the duration of optimization and the memory required for the 

computational search.  

(3.14) 
Ὢὼ Ὢὼ

Ὢὼ
  ‏ 
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Figure 3.7 Trust-Region-Reflective algorithm procedure 
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 The process described above was performed to find optimal paramaters for our system. The 

only difference is that our model had seven different parameters. An optimization and search 

algorithm was executed for all of the parameters symultaneously [45]. We will determine a logical 

initial value for each parameter. Then, according to the accuracy and tolerance that we expect from 

the model, and also taking into acccount the computational power of the computer, the radius and 

resolution of the search method will be defined.  In the end, the best fitting vector of P, which was 

the set of model parameters, will be calculated.  

 Due to the high amount of experimental data and the tedious process of parameter estimation, 

the process was executed entirely in the MATLAB environment. The output of the defined 

mathematical model in Simulink and the experimental data from MSU were used in the parameter 

estimation process. The vector of parameters in our system was  

(3.15) ὖ Ὅ ὦ Ὧ † ά ὒ Ὃ   

and each of them has been described in the mathematical modeling section. Importing (3.14) into 

(3.12) yields the optimization cost function for our system, 

(3.16) 
‬

‬ὖ
ὅȢὊȢ ς —ὖȟὸ —ȟ 

‬

‬ὖ
—ὖȟὸ —ȟ π  

where —ὖȟὸ  is the modeled position, or —  from (3.4) at ὸ  ὸ , and —ȟ is the measured 

position from the experiment.  

 For each parameter, a numerical solution for (3.15) was found by the parameter estimation 

process previously defined. After each optimization, a vector of Pf  was determined.  It consisted 

of  7 different parameters that were the optimized for this model. That means the output value of 

the function, —ὖȟὸ, had the best fit for the experimental data set. 
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 For each subject there were 40 responses to the same step input.  These responses were 

extracted from the experimental data and prepared for the optimization process. For instance, 

subject ñaò had 40 responses to each input signal +6, +4, +2, -2, -4, and -6. Figure 3-8 shows a 

single response to input signal of -2 degree and the group of all 40 responses for the subject ñaò. 

The graph on the bottom shows the 40 responses in light blue lines, and the average of all of the 

responses in a solid black line. Also, a band of containing maximum and minimum values of 

responses at each point of time is shown and boardered by striped blue lines. 

 The parameter estimation process was performed for each step function separately and optimal 

parameter values were obtained. This process was repeated 40 times for each individual response 

to a input signal of the prescribed magnitude.  This entire process was repeated for each each input 

signal magnitude ( +6, +4, +2, -2, -4, and -6). Then this process was repeated for each subject (240 

optimizations).  Thus, with ten subjects, a total of 2400 sets of optimized parameters were 

calcalated for this study. 

3.3.2 Programming in MATLAB  

 A MATLAB program was created to run the simulations.  The code was designed to analyse 

the resposne to each step function.  It used the nonlinear least squares optimization function which 

was used to find the optimal model parameters using the Simulink outputs.  Once the optomized 

paraemter were determined for the speicific step function being evaluated, the program stored 

these data for later use.  No template from previous research projects were used for modeling and 

simulation of the system. All the MATLAB code was fully generated and developed by the 

researchers. Codes is attached to the Appendix G of this thesis.   
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  The function ñlsqcurvefitò in MATLAB was used for the parameter estimation and curve 

fitting task. This function calls the following seven inputs to start the execution of the estimation 

[46], [47].  

Figure 3.8 group of 40 responses to the input signal of -2 for the subject 1 




























































































































































































