DIAGNOSING HUMAN CONTROL SYSTEM CAPABIUTY UTILIZING BANDWI DTH

A thesispresented to the faculty of the Graduate School of
Western Carolina Univergitin partial fulfillment of the
requirements for the degree of MasteSofencan Technology
By
ShahalKarimi

Advisor: Dr. Martin L. Tanaka
Departmenbf Engineering & Technology

CommitteeMembers Dr. Sudhir Kau) Engineering & Technology
Dr. PaulM. Yanik, Engineering & Technology

April 2016

©2016 by Shahab Kamni



To those stronindividualswho smile while

strugding against their physical dibility



ACKNOWLEDGEMENTS

| would like togive special thanks tmy thesis director, Dr. Martibh. Tanakawhose guidance
and support made all my e=rch possible. | am really grateful thatingoduced this fantastic
and new topido me, so that | can have this valuable opportunity to work orgdined lots of
valueableexperience whileworking with Dr. Tanaka. His passion for research has yéwaeen
an encour agement alvayswillimgtgsuppornuk. | lranieda ldh theecourses
| had with him and also from his valueable advices in our discussions

| truly appreciate Dr. Norman Peter Reeves for his precious supports profect. Without
Dr. Reeves, this research would not be possible. His idea about using bandwidth to assess human
neuromuscular system performance formed the foundation of this thesis project. Moreover, the
entire experiments and data collection were qreneéd by Dr. Reeves and his colleagues at
Michigan State University. Without those experimental data, the results of this study could not
have been realized. In addition, his advice during different steps of this project increaseed my
knowledge in applicain of control and dynamics to the study of human dynamics.

My thanks also go tany committee members, DBudhir Kauland Dr.Paul Yanik | learned
lots of useful and beneficial techniques and information about mathematical modeling, dynamics
and vibraton, classical control and application of linear algebra in the optimization. Without
assistance from them, this research would have taken a lot of time. They helped me to have a better
understanding of every step of this research.

Finally, I would like tothank myfriends and myamily memberdor their endless support.



TABLE OF CONTENTS

LIST OF TABLES . ...ttt mene e e e e e e e e e aeees s naneseeeees Vi
Y = 1S 3 ¥ AN O TP PPPPP iX
CHAPTER 1 : INTRODUCTION......ciiiiiiiiiiiiiitiiinees st ennssbssssseeeeeeeaeaeaaeeeeean 1
CHAPTER 2 : LITERATURE REVIEW.....ccoiiiiiiiiiiiicc e enne e 3
2.1 Biomechanics, mathematical modeling and optimization.............cccoovevveeevvvvennnniineenn. 3
2.2 Neuromuscular system and tOrso MOVEMENL...........ooeviiiiiimmmreeeeeeeeeeeiiiiien s smeeeeneees 7
2.3Bandwidth and human motor CONTIOL............oooiiiiiiii e 10
CHAPTER 3 : METHODS ....ciiiiiiiiiiiiiiie ettt immne e e e e e e e s s s nnennnes 13
3.1. Movement Tracking EXPeriment.........cccooeieeiiiiiiieeeii e eeeeeeeeeeee e e 14
3.2 Mathematical MOAEIING.........cooii i eeeee e 20
3.3 Simulation and parameter eStimation.................uuuuiiicccreiiieeeee e 25
3.3.1 MathematiCal PrOCEORIL..........ccuiiii e 26
3.3.2 Programming in MATLAB........coo i 31

3.4 Analysis and ValidatiQn...........cooooiiiiiiiiiccee e ee e 34
3.4.1 PreproCesSiNg @NAlYSIS.......uuuuuuuiiiiiiee e e e ceeeiiiiias s e e e e e eeeeeeeeesieeesseaaeaaaaeeeeeereeennannnn 34
3.4.2 PoSProcessing Validation...........coouiiiiiiiiiiiicee e e e 39

3.5 Bandwidth and other characteristics of the system.............cooviveeii i 41
3.5.1 Bandwidth calculation technique..............cccuiiiiimmr e 41
3.5.2 Other characterstics 0f MOdeIS..........oooiiiiiieee e 45
CHAPTER 4 : RESULTS AND DISCUSSION......ccceiiiiiiiiiiiiiiiceeee e e ee e 47
4.1 EXperimental reSUIS..........ovviiiiiii e eeeerss s e e e e ennnnsinnneeeee e AT
4.2 Parameter eStimation rESUILS..........oeuviiiiieiir et eeeeee e s e e e e e e e e e e e eeens 50
4.2.1 MOMENE OF INEITIA.....eeiiiiiiiiiiiii e eeee e enennnnes 50
A (=T o1 1AV o = L USROS 54
4.2.3 Effective Iength.........coooorr e 58
.24 DEIAY. ..ot ittt ettt e e e e e e e e e e et e e e e e e e e e e e e e e e a s 61
4.2.5 StffNeSS COBTICIENT.....uuiiiiiiiiiiiiiii e 66
4.2.6 Damping COETIICIEMT. .. ..uuuiiiiiiiiiiii it 69
4.2.7 ProportioNal gain..............ioiiieei e ceeeicie s e eeees e e e e e e e e e e e e e e ————— e 72

4.3 SIMUIALION TESUILS. ... eeiiiiiiee st e e e e e e e et et e eea e e e e e e e eeeeeeeeeeeeeesnnmmmeeeeeeeeennnees 76
4.4 BANOWIOLN. ....coe oo eeee et e e ettt ettt e e s enns s sttt et e e e e e e aaeeeaaaeas 86
CHAPTER 5 : CONCLUSION.....citttiiiiiie ettt eees s eeeneas 94
(2] ] [ToTe =1 o] 0 )28 USRPPPPPR 98
FY o] o= o [T PP PPUPUPUPPPPR 101
Appendi x A: Average and standard devi at
response to different targets (horizontal axis represents the target).............ooovvcceeee. 101
1) MOMENE Of INEITIAL.....uui e ee e e e e e eneeeeaaeees 101

2) ROTALING MASS. ... uuutiiiiiiiiiiiiit it ceeet ettt et e e e e e e e e e e e s st e e e e e e e e e e e e e e e s s s s nnee e e e e e e e 102

3) Effective [engthi........oooee e ———— 104

T = - TR TPTPPPPPP 105

5) StIffNeSS COBMICIENT......vee e s 106

on

p



6) DamPiNg COETIICIENE .......eiiiiiiiiiiiie et 108

)T ) 01 0] g = e = 1o P 109
Appendi x B: Average and standard devi at
reSPONSES t0 €ACKH TAIQEL........oviiiiiiii e rrrrrr e e e e e e e e e e rrneeeeeeaees 111
() I\ (o] 0 aT=T o1 0] T 1= o - TSR 111

P2 I 0t LT o 1 = T PSP 112

3) EffeCtive IENGLN.......cooie e 113

A) DIAY .. eeeeteiee et ——————————————aaaa 114

5) StIffNESS COBTIICIENT.....coiiieeeeeee e e e eneeas 115

6) Damping COETfICIENL.......ccee i enennes 116

) I ) 0T 0] g = e = 11 o NP 117
Appendi x C: Average and standard devi at
FESPONSES 10 CACKTHRL. ...ttt ieee bbb eeer e e e e e e e e e e e e e e e e e s s e e e eeeeas 118
1) Percentage of OVErshQQL..............ovviiiiiiiccciiiieee e e e e 118

2) SEEING TIME.... it eee bbb 119
Append x D: Average and standard deviati on
o[ ol r= L0 = S OO TP PP P PP PPPPPP 120

Appendix E: Mathematical model of responses of subjects 1 and 2 to different.targets121

on

on

Appendix F: One series of experimental and modeled response of each subject to different

162 L0 [ I3 RO SPRP 123
APPENTIX G: MATLAB COUBS....ciiiiiiiiiiiee ettt e e e 125

p |



LIST OF TABLES

Table 3.1:The basic information of test SUDJECES...........uuviiiiiii e, 14
Table3.2: Propertesof step functions (iNput SIgNAIS)...........oeeeviiiiiiiiiieemiee e 17
Table 3.3ldentificationcode for classification of individual step responses..................... 35
Table 34: ConstraiNtgor M, [ANAI.......coouuiiiii e e eaa s 39
Table 3.5 Detailof i f i t p e outp@N.t..a.0..0...cccciiceciiiiieiiiieeeeerreeeeeee 4L

Table 4.1 Meanof estimated values for parateri (standard deviations in the parenthesisj1
Table 4.2Meanof estimated values for parametefstandard deviations in the parenthesis®
Table 4.3 Meanof estimated values for paramekéstandard deviations in the parenthesigj1
Table 4.4Meanof estimated values for paramelté#standard deviations in thgarenthesis).. 66
Table 4.5Meanof estimated values for paramekdistandard deviations in the parenthesi€9
Table 4.6.Meanof estimated values for paramebefstandard deviations in the parenthesigR
Table 4.7Meanof estimated values for parametg{standard deviations in the parenthesi3p
Table 4.8 Meanof percentage of oversho@tandard deviations in the parenthesis).......... 83
Table 4.9Meanof settling time(standard deviations in thag@nthesis)..............ccoevvvvvvvvnies 86
Table 4.10Meanvalue of bandwidth frequendggtandard deviations in the parenthesis)....90

Vi



LIST OF FIGURES

Figure2.1Bor efl il n &ts pi ct ur es...af....human.ad.s..dy.na.msi c

Figure 2.2Wi n t ssheatic physical model by using inverted pendulum....................... 5
Figure 2.3Differentorders of polynomials fitting a serie$ experimental data...................... 6
Figure 2.4H u s t propadsed physical model for human bady.............ooooiiiiiiic s 7
Figure25Tanagméposed model for ..human..t.aor.s.a8s dyna
Figure 2.6Dav i d sfieeebddy diagram of the human model.............coooiiiiiieeei 9
Figure 2.7Proposed | ock di agram of the ass.es.s.ed. . Yystem
Figure 3.1Usedsetup for the experimental part of the project............cooooiiiiiic e 16
Figure 32 H u ma feRi@ and eXIENSION...........uuuiiiiiiiie et erree e 16
Figure 3.3Stepfunction and the returning after that.................cccooiiiceecicic e 18
Figure 3.4Two designed input signals for eXperiment...........cc.uuuuureimemriiiiiiiiieieeeeeeeeee e 19
Figure 3.5Differentresponses and corresponded input signals for one subject.............. 20
Figure 3.6Proposedlock diagram in SIMUINK ... 22
Figure 3.7TrustRegionReflectivealgorithm procedure.............ccoovvviiiiiiee e 29
Figure 3.8Groupof 40 responses to the input signat@for the subject L...................c.. 32
Figure 3.9Problemin convergence for short period trials.............ccoovvvviiieeee e, 36
Figure 3.10Model and observed data after CONVErgence..........ccccoeeeviiviecceeeeeeeeee s 37
Figure 3.1IModeland obsevred data wWith %fit................ouuiiiiicce e 40
Figure 3.12Bodeplot and determination of bandwidth.................ccoomii 44
Figure 3.13Stepresponse and characteristics of System..........ccooeeeviiieeciiiiiiieeeeeee 46
Figure 4.1Eachindividual response of subject 1 to different targets..........cccccccvvivieeennnnn 48
Figure 4.2All of the responses of subject 1 to different targets............ccccovvvvveeeeee e 49
Figure 4.3Estimationo f p ar aforesubjects L &nid B............oeeveieiiiiiiiniiiieee 52

Figure 4.4Estimatedy al ues of parameter Ai o0 for..di58ferent
Figure 4.5Estimationof par amet er A ma..f.ar...s.uhj.e.ct.s.551 and
Figure 4.6Estimatedy al ues of parameter Amo for..di56ferent
Figure 4. 7Estimatedvaluesofp ar amet er fAimo for di ffer.enSy subj e
Figure 4.8Estimationof par ameter dAl o..f.or..s.uhj.ect.s.599 and

Figure 4.%stimatedv al ues of parameter Al 0 for..b0fferer
Figure 4.1CEstimationof time delay for subjects 1 and.2..............ccoovvviieee e, 63
Figure 4.11Estimatedvalues of time delay for different subjects responses to +2.deg.....64
Figure 4.1 stimatedvalues of time delay for different subjects respesriset4 deg............ 65

Figure 4.1FEstimationof par amet er Akaoa..f.or...s.ub.j.ect.s671 and
Figure 4.14stimatedv al ues of parameter fAko for..d68f feren
Figure 4. 1%stimationof par amet er Abuoa..f.or...s.ub.j.ect.s701 and
Figure 4.16Estimatedv al ues of par amet etgrespohsestd 2 deg.d.7lf f er en
Figure 4.17Estimationof par ameter dgao..f.or..s.ubj.ect.s731 and

Figure 4.1&stimatedr al ues of parameter figo for.. 04 ffere
Figure 4.1%stimatedv al ues of parameter MAnAgoO for..d ffere
Figure 4.2 Simulatedand observed responses of subject 1 and.2...........cccccoevvveeeeeeeenennn 77
Figure 4.21Simulatedand observed responses of subject 3 and.4............ccccvvvieeeevvnnnnn 78
Figure 4.22Simulatedresponses of subjects 1 and.2.............ccoooiiiiiieriiiiie e 80
Figure 4.23ercentagef overshoot in responses of subjects 1 and 2..............ccccvvveeennnes 82
Figure 4.24Settlingtime in responses of subjects to 2 deg.......coooevvvviiiiiicccii e, 84

vii


file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396885
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396886
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396887
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396888
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396889
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396890
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396891
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396892
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396892
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396893
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396894
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396895
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396896
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396897
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396898
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396899
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396900
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396901
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396902
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396903
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396904
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396905
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396906
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396907
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396908
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396909
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396910
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396911
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396912
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396913
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396914
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396915
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396916
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396917
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396918
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396919
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396920
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396921
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396922
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396923
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396924
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396925
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396926
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396927

Figure 4.255ettlingtime in responses of subjects to 6 deg............ccvvvvviiieemiiiiiiiiiiieeee 85

Figure 4.28Bandwidthof responses of Subjects t0 £2 deg........cceeeieiieieiiicceeicccce e, 87
Figure 4.2Bandwidthof responsesf SUDJECtS t0 24 deQ.........uuuiriiiiiiiiiiiiieeeiiiieieeeeee e 88
Figure 4.28andwidthof responses of Subjects t0 £6 deg........cceeveiviiieiiicceeicccieee e, 89
Figure 4.2Bandwidthin responses of subjects 1 &d..........cccoevviviiiiiiiiccciiiii e, 92
Figure 4.3MBandwdthin responses of subjects 3 afd.........cccooeevviiiiiiiiccciiiiie e, a3

viii


file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396928
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396929
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396930
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396931
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396932
file:///C:/Users/skarimi1/Desktop/Main%201.docx%23_Toc448396933

ABSTRACT

DIAGNOSING HUMAN CONTROL SYSEM CAPABILITY BY APPLICATION OF

BANDWIDTH CONCEPT

Shahab Karimi, M.S.T.

Western Carolina UniversitfApril 2016)

Director: Dr. Martin L. Tanaka

The methods used to quantify bandwidth for a simple engineering system are well established.
However, the application of bandwidth to complex systemsHhike m a modos control is more
challenging. Conceptualljpandwidth is a measure of how capable a system is to respond to a
command and stabilize in a shorter time and with less fluctuations. The goal of this research is to
develop new diagnostic methods that can be used by medical professionals to asses=etbé deg
neuromuscular disease and evaluate the effectiveness of treatment. In this study, ten healthy
subjects performed twenty tasks, involving tracking trunk angular position in the sagittal plane.
Trials consist of a ondimensional input signal display®n a screen. Subjects moved their torso

to track the target as it moved. Responses were recorded and MATLAB was used to model and
simulate each respondédathematical modeling utilized a nonlinear least squares method to fit the
model to experimental t& The optomized modeparametersverevalidated after data fitting
Models were transformed to frequency domain by using Fourier transforms. The bandwidth of the
human neuromuscular system controlling trunk motion in sagittal plane was found to be in the
range of 0.35 to 0.85 Hz. Bandwidth may be used as a measurable variable to quantify

neuromuscular controller capability.



CHAPTER 1 : INTRODUCTION

The methods used to quantify bandwidth for a simple engineering system are well established
[1], [2]. However, the application of bandwidth to complex systems like human motor control is
more challenging. A simple explanation is that controllers with higher bandwidth are able to
respond to the commds more quickly and with less fluctuation. A mathematical definition of
bandwidth in signal processingtise range of frequencies over which the magnitude response of
the transfer function drops by 3 dBhis drop in amplitude corresponded to a 50% desgran
power [36].Many different factors influence the human neuromuscular control system, and its
response to input commands. Some of these factors include age, physical condition, neurological
condition, external environment and body mass distriby@prmThe human neuromuscular control
system is even more complicated, because it may also have different responses to the same input
signal[4]. Due to the large number of influencing factors andesitney are inherently coupled
with the system, a large amount of experimental data is needed to understand the influence of each
factor on bandwidth.

In order to understand the complexity of human motor control, some researchers have used
mathematical madels to study the dynamics and statics of the t@B$0[6]. Typically, input
commands are presented to the system and the motor control moves the body to track these
movement commands. In nonlimedynamical control systems, the mathematical model is more
complex and has higher ordgf]. Accordingly, data fitting and optimization procedure for
estimation of model parameters take more effort. However, it is esseh@aid@n accurate model

for the system in order to determine the bandwidth of the system.



The error between the result from mathematical the model of the system and experimental data
is desired to be zero. Thus, the parameters of the nonlinear mathématetare estimated such
that they minimize the error between the model result and experimental data. Although many
different data fitting methods have been proposed, focus of this research was on Least Squares
met hod. ANonl i ne afrthe methads that segulisanraa acourate snodel.nee o
parameters estimated by this method fit the nonlinear model to the experimental data with a high
precision[8].

Modeling and simulation of complex systems like the dynaw s motor control of human
takes a massive amount of time. Here, computational methods can be used efficiently.
Computational programming can help to increase the speed of the optimization process by using
the computational devicg8]. Moreover, simulation of complex systems could be performed by
computational method40]. MATLAB is one of the most useful tools in modeling, optimization
and simulation of complex linear and nonlinear systems.ignstindy, all of the simulation and
parameter estimation processes on the mathematical model have been performed by using
MATLAB.

The ultimate goal of this research is to develop new diagnostic methods that can be used by
medical professionals to ass#ss degree of neuromuscular disease and evaluate the effectiveness
of treatment. In this research, methods were developed to calculate the bandwidth of the
neuromuscular control system, which may be used as a measurable parameter to quantify

neuromusculacontroller capability.



CHAPTER 2 : LITERATURE REVIEW

2.1Biomechanics, mathematical modeling and optimization
A brief and clear definition of biomechanics is the application of mechanics principles to study

of the function and structures of biologisystems such as humans, animals, cells[Jtt. The

first study in biomechanics was performed Asistotle and focused on the study of animal
movementq12]. After him, there were many other peers in this field of science. Da Vinci

studied force interaction between muscle and skeletal sysg&jnGalilei studied the structure of

bone which is believed to be the first understanding in biological optimizdi&nand Borelli
studied the muscul os[k4d IFigurea2l 1 depycts the finst fmdres thatma n 6 ¢

Aristotle made to describe the human bodyds d

ctures




One of the major subfields of bi@ohanics is the study of the human body motion. In this
subfield, quantitative based methods are applied for the analysis of different human fislions

Using dynamics and physics rules of dynamical systems is one of gténehpful tools in the
study of human movement. Almost all of the studies in this field have been done by using existing
rules in physics of motion and dynamjl@l.s such
Mathematical eagations are the tools by which the dynamics and physics of motion are
represented. The mathematical model is an illustration of a system or phenomena by mathematical
conceptd17]. Therefore, the dynamic of human movement lsarmodeled by a mathematical
model based on physical rules.

A broad variety of studies have been conducted on different types of human body movement
such as gait, torso movement, lumbar motion, jumping, diving, sport exercises, etc. In 1964,
Hanavan premnted a mathematical model of the human bdd]. In 1989, Barin found and
evaluated a generalized model of human postural dynamics and control in sagitt§l plaime
1995, Winter used the matinatical model of an inverted pendulum to model the human balance
and posture contrgR0]. In most of the cases, the dynamic of the human body was modeled to a
simple mechanical/physical system, which consisted of one orlumoped mass, to represent the
moving part of the body, with bars or rods between them as connectors. Figure 2.2 shows the
schematic of an inverted pendulum model that Winter proposed for standing. Mathematical and
differential equations were generatedtfoe system. Using mathematical optimization, the model

was modified to have the best fir with the experimental data.
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Any mathematical model that describes the behavior of a dynamical system is supposed to be
accurate. That means, its results must étéRkperimental data of the system. In other words, the
error between the data from the corresponded experiments and the data from the mathematical
model should be minimized. In 1982, Vaughan et al. did an mathematical optimization to estimate
the humanbogd 6 s s e g me n[21]. preey agptied tare aptanization method on kinematic
data to identify the mechanical properties of a body segment. In 1990, Zajac et al. did a
comprehensive study on mathematical modeling and paraesti®ation of the musculoskeletal
movement systeff22]. They modeled human dynamics mathematically. The mathematical model
had different parameters. Each parameter described a specific effect of a different segment of the
humanbody. By utilizing mathematical optimization methods, they tried to minimize the error

between mathematical model output and experimental data.



Many different methods have been found for mathematical optimization and parameter
estimati onwaTlemn ifned éhntd 4 opt i mi z aRd].dms was i
method is used for overdetermined systems of equations. Overdetermined systems contain more
equations than the unknowf4]. In least squares method the overall solution for the system of
equations minimizes the sum of the squares of errors between observed data and modeled data
[25]. Least Squaresd most i mpor tfimingt26lappNocochbhi hea
| east squareso method is one of subsets of |e
estimation and optimization research projects. This method is a form of least squares that is used
to fit a group of experimental data (observations) with a nonlinear mathematical model that
contains a set of paramet§23]. Figure 2. 3 depicts different orders of polynomials (colored lines)

fitting a series of experimental datagck dots)28].

0.5

o

-0.57

15

Figure2.3 Different orders of polynomials fitting a series of experimental dat:



2.2Neuromuscular system and torso movement

One of the major motions hapenning in the human body is rotation of the entire upper body in
main anatomical planes. The human neural system is the motoriesritnomotions in the human
body[29]. Many researchers have investigated the dynamics of the upper body and torso in humans
and its association with the neuromuscular system.

In 1976, Huston et al. studied the dynamicsiaian body in a full scale. They presented a
physical model of human body by ellipsoids, elliptical cylinders and frustrums of elliptical cones
[30]. They also analyzed the dynamics of torso and presented a general equateomation.

Figure 2. 4 shows the physical model they proposed for human body.

) ' '

B

@@

Figure24Hust on6és proposed physical m



Miles presented a comprehensive and simple mathematical model for dynamics of the torso in
1981[31]. The proposed model by Miles retainddad the intuitive mechanical and dynamical
characteristics and properties. Parameter estimation was also performed and the estimated
parameters of the model were corroborated by experimental data. In 2007, Tanaka and Granata
did a nonlinear analysis oow back stability that was associated with dynamics of the torso.
Lyapunov Stability Analysis was applied in this research as a tool for measuring the local stability
[32]. In 2010, Tanaka et al. proposed a mathematical niadetated stabilitf33]. The dynamics
and statics of the seated human is associated with the neuromuscular control system and also with
dynamics of the trunk and torso. In this study, a Lagrangian approach was used te dlescrib

dynamics of motion and determine the equations of dynamics. Figure 2.5 is the schematic

6, |
|
Z
0 g
Y
X ;
Total COM _..”
N
Figure25B nakabds proposed model for h



representation of the proposed mathematical model for this specific type of analysis in this study
[33].

In 2011, Davidson et ahssessed human postural response to sagittal plane perturbations with
localized muscle fatigue and aging. This study was experimental and simulation based research.
The effects of localized muscle fatigue and aging on neural control of balance recowery fr
postural perturbation was studied in this resef84h Figure 2 6 depicts the free body diagram

of the human model presented in this study.

Anthropometric Dimensions

dg displacement of body COM
hs height of body COM

hs height of ankle

Figure26Davi dsonés free body diagra

Also, Figure 2.7 shows the proposed block diagram of the system in this. $tignye 2.7 includes

the plant and the neural control[84].
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Figure2.7P oposed bl ock diagram of the act

In 2013, Reeves et al. investigated the reliability of assessing trunk motor control by
application of position and force tracking, and stabilization t§&%s The experimental section
of this study was similar to the experimental part of this thesis project. A system based approach
was applied to study and assess trunk motor control in different human subjects. It was stated that
the position and force control tasks for investigation of trunk motor control is deemed [8idble
Therefore, the similar experimental task was used to collect necessary data for this thesis project.

2.3Bandwidth and human motor control

Although the methods used to quantify bandwidth for a simple enginesrstgm are well
establishegdthe application of batwidth to complex systems lilmma® s neur omuscul ar
is more challengingA general definition for bandwidtis the difference between tlighest and
lowest frequencies in a continuous set of frequen¢8&. To say that a system has a certain
bandwidth means that the system can process signtdsthe frequency values withithat
bandwidth[37]. In 2013, Reeves et al. explained bandwidth as fol[8&Fk
ALIi ke ot her physical systems, human motor cor
which limit the range of frequey over which the system can operate within some tolerated level
of error. For instance, a person can track closely a reference signal such asfieetpiency sine
wave, but, as the frequency of the sine wave increases, limits in the controller's barvalidt
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result in tracking error. This tracking error occurs as a result of a reduction in amplitude and/or
an increase in delay (i .e., phase shift) betw

All of the statements above indicate that a control systemhigtrer bandwidth is capable of
responding to commands, changes more quickly and reach the steady state in a shorter period.
Hence, the bandwidth is associated with time delay, rise time, settling time and percentage of
over shoot of t hTeredoyesa sgstard with higher pamdwsglth has shorter time
delay, settling time, rise time, and lower percentage of overshoot. A brief and clear definition for
bandwi dth of humands neuromuscul ar system basc¢
as follows: The bandwidth of a human motor control system is a measure of how capable he/she
is to respond to a command and stabilize in a shorter period and with a less fluctuation. In this
definition, a shorter period refers to a shorter delay, risedimdesettling time, and less oscillation
refers to smaller percentage of overshoot.

The stated definition of bandwidth above describes it qualitatively. The quantitaive definition
of bandwidth is well established amsl defined as the range of frequesciever which the
magnitude response of the transfer function drops by 3 dB. This drop in amplitude corresponded
to a 50% decreasa power[39]. There are some established mathematical methods to determine
the bandwidth of simelcontrol systems such as first order or second order transfer functions with
one or two numbers of poles and zd2js

Basically, the mathematical model is transformed to frequency domain for calculation of
bandwidth[2]. The Fourier transform is used to associate the time domain representation of a
mathematical domain to the frequency dom@@]. In using Fourier transforms, signals are
written as the sum of a sef sinusoidal signal components. Each sinusoidal component is

described by a complex function consisted of a real part and an imaginary part. The magnitude of
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this complex function i s t h[d4l]. Bamgwldth frequbrcy i® f t
determined by finding a solution for the equality of this amplitude and amplitud@dbfin
logarithmic scalg2].

Calculation of bandwidth and its applicatiotd complex systems like a human is more
challenging The human neuromuscular system and its interaction with the musculoskeletal system
are a complex and nonlinear. Finding an accurate mathematical model for high order and nonlinear
system is a challenging job. It requires a high accuracy gg#tron process to estimate the
parameters of the mathematical model which describes the system precisely. It all causes
determination of bandwidth for a complex and high order system such as the human motor control

to take an excessive amount of time.
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The goal of this study was to determine the bandwidth of the neuromuscualar system
controllingtorso novementIn this consits of three major componetmgman subject experiment
mathematical modeling and analysis of med&he subjects used small torso movements to track
a target and their movment was recorded. Data collected from the experiment was used to tune
the parameters ofmathematical modeDnce the model was tuned, a simulation was conducted

to determine theystem response. The system response was analyzed to calculate the bandwidth

CHAPTER 3 : METHOL®

and other system characteristics.

An overvew of the entire methods section is shown below.

1. Movement
Tracking

Experiment

2. Mathematical

Modeling

3. Simulation

An experiment was performed on human subjects. Theterent
consisted of position tracking tasks and the trials were made
pseudorandom perturbat®nrhe results of the experiment were u
to tune the parameters of the proposed mathematical model.

A proper model had to be proged to describe the behavor of syst
This model consisted of variables and parameters. According t
studied system, the variables are general rotational dynamic vari
Parameters of the model are physical properties of subjects and ¢
propeties of the system.

Thi s l evel was consisted of
parameters. An optimization process must be performed to fini
best values of parameters in order to minimize the difference bet

model and experimentahth.
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4. Analysis and The result of simulation must be compared to the experimental d
Validation see if any change or modification is required in previous levels.
level caused the accuracy of final results increased. Also it prev
additional usless repettition of modeling and simulation.
5. Determination After creating the best fit mathematical model for the syst
of Bandwidth Bandwidth of the system was calculated based on this mode
addition, other control and dynamical characteristich s cognitive
time delay and etc. were determined in this level.
3.1. Movement Tracking Experiment
A movement tracking experiment was performed at Michican State University by Dr. Reeves
and his research grou@en individuals participated in the syudParticipants included 5 females
and 5 males between the ages of 20 and 58. Human subjects protection training was completed by
all investigators and the study was approved by the Institutional Review Board (IRB) at Michigan
State University. All of thbuman subjects were required to be generally healthy and have no issue
their back such as low back pain, previous spinal surgery, etc. Physical inforofatidojects is

shown in Table 3.

Table 3.1: The basic information of test subjects

Subject No.| Gender Age Height (cm) | Weight (Kg)

1 E 37 160 69

2 E 21 164 56.8
3 M 46 179 83.6
4 M 58 165.5 80

5 M 39 1745 154.6
6 E 20 173.6 62.4
7 M 25 180 71

8 M 24 185.5 85.4
9 E 43 170.2 64.1
10 E 26 165.5 58.1
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In the postion tracking experiment peaipants sat on a chaandstring potentiometers were
attached to a borad that was strapped to the ladkire 32 depicts the saip schematicallyAs
the subject moved his/her torso the length of the string potentiometers changedfeord thes
theangle was calculated. All movment occurred in the saggital pldrehuman subjects were
strapped to the seatichthat an angle of 120 degree was maintained between their hip and knee.
A monitor wasused to provideisual feedback for subjectBhemonitor displayedthe input signal
and output reponse tfe subjects during thexperiment.lt was placed one meter in front of each
subject such that the center of monitor was at the same lasitls ubj ect 6 s eyes.
As each subject moved, the stringtgntiometers changed length causing the output signal
indicator on the monitor moved up or down. Participants were instructed to track the target and
move their torso to place the output signal indicator on the tafidet. location of the input
signal ndicator, shownn figure 31, changed on the monitowver time Subjects were instructed
to track the input bylexing or extendingheir torsa This caused the output indicator moves on
the monitor and it provided the subjesith visual feedbackof hisher current positionEach
subjecttried to keepthe output indicatoon theinput target The change of lengtbf the string
potentiometes wererecorded during each task. The sampling rate of recording was Odifdsec

which wasfast enougtior the modehg and simulation process.
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Output Signa

String Potentiometel

/

Input Signal

Figure 31 used seup for the experimental part of the project

/ \ Extension

Flexion

Figure 32humandés fl exi on and
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Flexion describes a bending movement that decreases the angle between a segment and its
proximal segment. Extension is the opposite of flexion, describing a straightening movement that
increases the angle between bpayts[42]. Figure 3.2shows how flexion and extension occurs
schematically.

Input signals were designed as step functions. Six different step functions were used in this
study. These step functions consisted of three differeagnitudes in te different directions.

Table 32 shows the information of the input signals. The negative direction indicates flexion and
positive direction indicates extension.

Table 3.2: Properties of step functions (input signals)

Input No. Magnituce Direction Motion
(degrees)

1 6 - Flexion
2 4 - Flexion
3 2 - Flexion
4 2 + Extension
5 4 + Extension
6 5 + Extension

Signals were designed in using MATLAB. A sampling rate of 20 ms was assigned to the input
signals. The duration of each stepdtion ranged of 2.5 to 3 seconds. This gave subjects enough
time for their postion to settle after moving to the new location. The hold time was made variable
so that participants would not be able to anticipate when the next change in postion would occur

After each step Function, the target position was returned to the resting (or zero) postions before

17



beginning the next step function. The duration of the resting time was varried between 2 to 3
secondsFigure 33 shows a step function and the retugnia the initial postion.

Each subject performed twenty different trials and each trial included twelve step functions.
There were two of each step function assigned in each trial. The twenty different trials differed
from each other with respect to amgment and duration of step functions. This was done so that
participants would not be able to predict the time, magnitude, or direction of the next step fucntion.

Also, Figure 3.4 shows two designed trials. Design of input signals was done at WesténaCa

University.
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Figure 33 step function and the returning after that
After the data were collected at MSU they were sent to WCU for modeling, simulation and
analysis. In total there weB®0 data sets representing 10 subjects each perfoffimgls. With
each trial consisting of 12 step functiortgs total number of spefunctions was 720. Figures3.

shows of input signals ammbrresponding outpuesults for one subjeandtwo different datasst
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Input signal (deg.)
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Time (sec.)

Input signal (deg.)

| | | | | |
0 10 20 30 40 50 60 70
Time (sec.)

Figure 34 two designed input signals for experiment

In some caseshe output response did not achieve a steady state value after thsigmailit
changed. Thisvas becausthe subject did not have enough time to seitteenresponding to the
input signal. It occurred mostly at the initial input signals of each trial. Because the goal of this
study was to analyze the normal responsa péson to astep function input, the responses that
were teribbly different than others were omitted from the dataset before mathematical modeling

and simulation was performed.
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Figure 3.&different responses and corresponded input signals for one subject

It can be observed in Figurés3hat subjectbegarto response ta change itnput signal after
a shorttime delay After moving to the new postion, their movemesettled after a few
oscillatiors. Thi s ti me delay is caused by the individ
necessary for the brain to process that thetisfgnal has changed. A shorter time delay at the
start of each motion is desirable. Moreover, subjects are encouraged to track the position and
achieve it in the shortest possible time. Hence, it is also desirable to reach the steady state and
maintain tke target postion in a shorter time and with minimum oscillation.

3.2 Mathematical Modeling

A mathematical model was required to describe the behavior of the dynamical system. The

model consists of a mathematical equation that desrcibes the motion. ial geferce or position
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input is provided to the model and the response is the movement behavior (i.e. the output). The
model of the system should also include the effect of feedback controller.

An inverted pendulum with a proportional contesliwas ged to model the systerithe
properties of th@endulumand thecontroler must be considereid the system desigr second
order differential equation was used to describe the dynamics of the system. A general
mathematical model for a rotational dynamsystem was used,

- o— & 6 3.1

This modeistheNe wt o n 6 s s eratadion dhelarsgwlamétionrvariables changeith
time. Hencethe position, velocity and acceleration of the systemfanetions of time and are
representedsa— ,— and— in the time domainThe parameter represents the moment of
inertia of the upper body.orso stiffness due tihe spinal ligaments, and passive muscle tone of
the abdominal and backuscles were assigned a stiffgalue ok. Viscous damping of the torso
during movment was assigned a valud.oiin this modelu(t) consists of two components. The
first is torque generated by active contractions of the abdominal and back muscles. This torque is
controlled by the hman motor controller in the brain. The second component is the effect of
gravity on the system. A mathematical representation of these torques is given by

0 a Qb Q& 00— — 8 (3.2)

whereG is the gain of the controller. The paremetersy and| are the mass of upper body,
acceleration due to gravity and the length of the segment to the center of mass, respectssely.
the desired angular positioklsi ng Eul er 6 s appr oxthemathematical f or
representation of the system is

e - —Q aQa 00— — (33)
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The above system models human toros dynamics and control, but does natt d&cou
controller time delay. This can be significant in human on the order of 20thmsognitive time
delay is the time it takes each subject to start to respond after receiving the command tAasume
asubject receives the command at0 and stais tomove toward the targett t = Inlhis case
the cognitive time delay would e Time delay malge taken into accoun the mathematical
model of the systerny converting it intothe following piecewise function

— W m o ¥
B _ (3.9
- w— &= 0 T o
where6 was given by equation 2.

Finding an analytical solution for equation 3.4 consumes a lot of time. Because it is a piecewise
function and is consisted of two differennttions of time. Hence, it becomes complex to find an
analytical solution that satifies both parts of equation 3.4. Therefore, numerical methods were
applied to analyze the behavior of this system.

Simulink (MathWorks, Inc. Natick, Massachusetts) waed to import the mathematical
model into the computational environment and simulate the system response. This program is a
graphical environment for modeling and simulation of engineering systems. Simulink is designed
to model dynamics system and automabntrols. It has many built in features/blocks to model

these type of systems. Therefore, the block diagrams are used in this programming environment

1
Ry 1)
den(s) outt
Step Gain Transport Transfer Fen
Delay
]
Scope

Figure 36 proposed block diagram in simulink
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as tools to describe the system schematically. The block diagram of our system was created within
Simdink. Figure3-6 shows the block diagram of this system in Simulink.

Each block represents a specific parameter or part of the mathematical model of the system.
Description of each block is as follows:

Step input:  Input commands are in the form of stepdtions. The commanding poi
on the screen moves suddenly from T11t0 the— — and stays in the
new position. This block sends the specified command to the plan
respect to a defined conditions in the study.

Sum: A closedloop feedback cdrmol system is used in thstudy. The error
between current position and desired position is calcutatéis block.
In fact, the controller sends the command to the plant based c
calculation performed in this blockihe feedback controller in thi
system will be described otetail later

Gain: This block represents the proportional gain of the controller.
calculated error in the previous block is multiplied by this value
provide a scaled feedback control. A larger proportional gain resudt
larger change in output for a given error in angular posif#8]j.

Time delay: The cognitive time delay is assigned in this block. The bidalansport
Delayd in the block diagram was used to represent this delay ir
system.

Plant: General transfer function for the plant is assigned in this block.
transfer function is a fractional function in frequency (i.e. Laple

domain which determines the ratio between the input and output «
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system. The nominator ardenominator of this function describes t

general behavior of planin our systemthe nominator was assignexl

value ofl and denominator will be described in detial later in this sec
Output: Output is the response of our system to the input kignather words,

it is the position of subject at each moment in time. Thus, itis a r

consisted of two columns. One column is for time points and anothe

is the position at each point of time. All of the output data are stor

this block. Tlke sampling rate for data recording was assigned to

seconds based on the sampling rate in the data collection of experi

Thus, the time column is an arithmetic sequence with a step of 0.0:

position column includes the position of the modalgstem at each tim

point.
Scope: This block provides a visual representation of output. It outputs a p

the modeled postion over time.

Letds assume that the applied torque by the
(3.3) could beewritten as
e o —Q aQa 60 (3.9
Whereu(t) =G(a-d).Si nce a proportional feedback cont

neuromuscular system, a feeback loop was assigned to the system that connects the output to the
input. Ths connectur is shown in the figure 3.6. It provides the capability for the system to
calculate the angular difference (instant error) between the input (desired position) and the output
(current position) at each point. Based on this comparison, theolbentsends the proper

command to the plant. The interaction between controller and the plant results in a decrease in the
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distance between input and output at each point of time. In other word, the plant moves toward
input and decreases its distancen®desired position. As soon as the current position falls within

a defined range of angular positional error the plant stops moving. For instance, assume that the
absolute value of tolerance is 0.1 degree and the human subject is tracking the inputccomman

2 degrees. Once his/her position falls within 1.9 to 2.1 degrees, the modeled system stops moving
and maintains the position within this range of angular position.

Our controller was a simple proportional controller with clekegp feedback. Other
controllers such a PID controller or even a more complex controller with multiple components
were considered. These more complex controller are able to drive the plant to achieve a error value
near zero. However, these controller add additional compleity the additional model
paramaters make optimization less reliable. Therefore a simple feedback controller was selected.

To find the transfer function, which is the ratio between the input and output of the system,
equation (3.5) was transformed to Laqe domain.

0O ® wi Q aQa Y (3.6)

Hence

o . 3
Y ® & Qa0 (37

Equation (3.7) is the transfer function of our system in Laplace domain. It was used in the
transfer function lock of the block diagram for the system deacribed above.
3.3Simulation and parameter estimation
The mathematical model was imported into Simulink in order to have a better understanding
of the system, and also to perform the simulation. Before conduttgosimulation, parameters

of the model must be determined. Having the model with known parameters, we can simulate a
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response to various input signals. Thus, the purpose of this section is to determine the parameters
that make the mathematical modeltffie experimental data.
3.3.1Mathematical procedure

A cost function was defined that represents the error between the mathematical model and the
experimental data. Parameters of the model were determined such that the cost function was
minimized. Hencethis stage of the study was to solve an optimization problem. Generally, in
optimization problems, the goal is to minimize the defined cost function to find the best fit or
model.

Since the focus of this study was not on the development of optimizatithhods, a standard
optimization method was selected, the ANonl ir
parameter estimation problems. Curve fitting is one of the most useful features of this method. The
following paragraphs describe the theoryagtimization using the Nonlinear Least Squares
method.

Assume we have an experimental time domain data set that consmtslaih points. A
representation of this data set is

0®o Gi Qd hwh hold Bho o (3.9

Recall the mathematical model for these data are a function oftimaémeans the point in
time is the input to the system and the output of this function is thegmosf the subject at that
specific ti me pnparameters thae< ndand each parameter iB sheawnPas
wherej is an integer between 1 to To simplify the mathematical representation of the model,
consider the set of parameters agetor ofP, such that

0 00080 (3.9

Hence, the mathematical representation of the function of model is
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® QO (3.10
In parameter estimation, the goal is to find the veletsuch that the model minimizes the cost

function. In the nonlinedeast square method the cost function is defineffld}
08@B Qb W (3.1

This represents the sum of the squares of errors between model and experimental value at each

point of time. The minimum of a functiof(x) occurrs when

Q
—Q®n T (3.12
Qw

That is the derivative of the function, with respect to its variable equal to zero. Accordingly,

the minimum of the equatio®.11 occurs when partial derivative @.F. with respect tceach

parameter equals zero. That is

T

R L (3.13

T se® ¢ adip o
T

Thus, we need to find the best values for the members of \Rwetbich are the parameters of
the model. Thesealues must satisfy equation 3.13. In order to find the best values for the arrays
of vectorP, a search algorithm was used. The computational method utilizes an itterative process
based on the search algorithm to find the best parameters values. THeéegiostReflective was
selected as the search algorithm for this system. An understandable definition of this search method
in Nonlinear Least Squares optimization is presented below.

Assume a functiof(x) that has one variablg, To minimize this functn computationally, we
need to find the value ofsuch that it satisfies the convergence criteria. An initial valug for
parametex needs to be determined to start the process of parameter estimation. ASswibset

points is selected around by determining a radius of and resolution ofl. A geographical
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representation of subs& is shown in Figure 3. Radius and resolution determine how many
points are in the subs8t Subse is called the trust regiof8]. Leb s s ay t kRpointst her e
in the trust region. The computational search algorithm evaluates all the vakiestbe trust
region and calculates all tHig) values. Thenq is identified as the value forat whichf(x) is
minimized over the inteal [X 1 r, X + r]. After completing the first level of the search process,
the trust region is moved to a new interval where the centeri$e radius and resolution of the
trust region remains constant for each step of search algorithm. Thugstharew trust region
interval, calleds, that includes new points. The search process repeats in the new level, and the
search algorithm compares the value&>gfof the new trust region to find the minimum value for
f(x). Hencex. is identified & the new value fox, at whichf(x) is minimized over the intervak{

T r,xy+r], the trust region. This process continues until the convergence criteria is met. Different

criteria for convergence could be defined. The goal is to findktha@lue tha causes the cost
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function, f(x), to equal zero. However, in most cases this is an ideal criteria that cannot be met.

Hence, the most common convergence criteria is the folloj8ing

"Qw "Qw
"Qw

) (3.14
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Figure 37 TrustRegionReflective algorithm procedure

whereliis the tolerance value for the cost function. A smaller valugrafreases the accuracy
of the model. However, it increases the duration of optimization and the memory required for the

computational search.
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The proces described above was performed to find optimal paramaters for our system. The
only difference is that our model had seven different parameters. An optimization and search
algorithm was executed for all of the parameters symultanepiiglywe will determine a logical
initial value for each parameter. Then, according to the accuracy and tolerance that we expect from
the model, and also taking into acccount the computational power of the computer, the radius and
resolution of tle search method will be defined. In the end, the best fitting ved®mdiich was
the set of model parameters, will be calculated.

Due to the high amount of experimental data and the tedious process of parameter estimation,
the process was executedtieely in the MATLAB environment. The output of the defined
mathematical model in Simulink and the experimental data from MSU were used in the parameter
estimation process. The vector of parameters in our system was

0 "‘@Qta 60 (3.15
and each of them has been described in the mathematical modeling section. Importing (3.14) into

(3.12) yields the optimization cost function for our system,

!

. o 5 T
WOSCB C —0h —5

— —0f  —; 3.1
o v R n (3.19
where—0h is the modeled position, e+ from (3.4) atd 0 , and—, is the measured

position from the experiment.
For each parameter, a numerical solution for (3.15) wasdfday the parameter estimation
process previously defined. After each optimization, a vectBf ofas determined. It consisted

of 7 different parameters that were the optimized for this model. That means the output value of

the function—0 D , had the best fit for the experimental data set.
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For each subject there were 40 responses to the same step input. These responses were
extracted from the experimental data and prepared for the optimization process. For instance,
subj ect A abseshoedch hfut sigrealstp, a4, +2,-4, and-6. Figure 38 shows a
single response to input signal-@f degree and the group of all 4
The graph on the bottom shows the 40 responses in light blue lines, and the avatagkthe
responses in a solid black line. Also, a band of containing maximum and minimum values of
responses at each point of time is shown and boardered by striped blue lines.

The parameter estimation process was performed for each step funptioataly and optimal
parameter values were obtained. This process was repeated 40 times for each individual response
to a input signal of the prescribed magnitude. This entire process was repeated for each each input
signal magnitude ( +6, +4, +2, -4, and-6). Then this process was repeated for each subject (240
optimizations). Thus, with ten subjects, a total of 2400 sets of optimized parameters were
calcalated for this study.

3.32 Programming in MATLAB

A MATLAB program was created to run the siratibns. The code was designed to analyse
the resposne to each step function. It used the nonlinear least squares optimization function which
was used to find the optimal model parameters using the Simulink outputs. Once the optomized
paraemter were detained for the speicific step function being evaluated, the program stored
these data for later us&lo template from prewus research projects wearsed for modeling and
simulation of the system. All the MATLAB code was fully generated and developettieby

researchers. Codes is attached to the Appendix G of this thesis.
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Figure 38 group of 40 responses to the input signaladfor the subject 1

The functionii | s g ¢ uin MATLABtwas used for the parameter estimation and curve
fitting task. This function calls the following seven inputs to start the execution oftimasn

[46], [47].
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