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Bianchi modular forms are a generalization of classical modular forms to imaginary

quadratic fields. The study of computational aspects of Bianchi modular forms started in

the 1980s by Elstrodt, Grunewald, and Mennicke. John Cremona and several of his students

made notable contributions to developing theory for computing Bianchi modular forms. This

thesis extends their work by providing algorithms for computing Bianchi modular forms

over imaginary quadratic fields with general class groups. We also provide results, including

dimension tables, of the implementation for the imaginary quadratic field Q(
√
−17).
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Chapter 1: Introduction

Modular forms play a central role in number theory and many other branches of mathematics.

Modular forms were �rst introduced by Jacobi and Eisenstein in the nineteenth century

through the theory of elliptic functions. The discriminant function and j -function were

modular forms studied in their work. The study of modular forms was given a new life

when Wiles [37] proved the Taniyama-Shimura conjecture for a large class of elliptic curves.

As a corollary, we have an elegant proof of Fermat's last theorem. Since this development,

researchers have been interested in studying if such conjectures hold for other generalizations

of classical modular forms. One such generalization gives rise to Bianchi modular forms,

which are modular forms over imaginary quadratic �elds.

The main goal of this thesis is to analyze Bianchi modular forms from a computational

perspective. To this end, this thesis describes an algorithm and its implementation to compute

Bianchi modular forms as Hecke eigensystems. In particular, we compute Bianchi modular

forms over an imaginary quadratic �eld with order4 class group extending the computations

done by Cremona and several of Cremona's students [6,12,14,28,36].

The study of computations of Bianchi modular forms started in 1980 by Grunewald,

Mennicke, and others [18,20]. They compute Bianchi modular forms forF = Q(
p

� d) where

d = 1; 2; 3 using modular symbols techniques. In [7], Cremona extended these computations

to all �ve Euclidean �elds. In the years that followed, some of Cremona's students worked

on extending these computations. Whitley [36] in her thesis worked on extending modular

symbol techniques to class number 1 �elds. Bygott [6] in his thesis developed techniques for
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computing Bianchi modular forms over an imaginary quadratic �eld with class number 2.

He computed explicit examples over the �eldQ(
p

� 5). Lingham [28] in his thesis worked

on the odd class number case and computed explicit examples for the �eldsQ(
p

� 23) and

Q(
p

� 31). Aranes [1] extended the M-symbol techniques overQ to number �elds.

Similar to the work of Cremona et. al., we exploit the connection between Bianchi modular

forms and the homology of certain quotients of the hyperbolic3-spaceH3 for our computations.

To compute homology we require tessellations of the hyperbolic 3-spaceH3 with an action of

the congruence subgroups. Cremona and his students utilize an algorithm coming from the

work of Swan [33] to compute such a tessellation. In this thesis, we use the work of Ash [3] and

Koecher [25] coming from the theory of perfect Hermitian forms. Further, for Hecke operator

computations, we use the reduction theory introduced by Gunnells [21]. Conveniently, we

can use the implementations of these techniques by Yasaki [39].

In Chapter 2, we discuss the classical modular forms and some computational techniques.

In Chapter 3, we introduce homological modular forms and discuss techniques for computing

them. This section includes a brief exposition of the Voronoi theory, modular symbol, and

M-symbol techniques for imaginary quadratic �elds.

In Chapter 4, we introduce the notion of Bianchi modular forms and how to view them as

Hecke eigensystems. This approach allows us to understand how to use homological modular

forms from Chapter 3 to compute the Hecke eigensystem attached to a Bianchi modular form.

In Chapter 5, we introduce the notion of a homological eigenform and explain how to use

them to compute Hecke eigensystems. In this chapter, we provide algorithms for computing

Bianchi modular forms over imaginary quadratic �elds.

Finally in Chapter 6, we discuss the results from the implementation to the imaginary

quadratic �eld Q(
p

� 17). We provide various types of examples observed within the scope

of the computation. We also provide dimension tables and tables of Hecke eigensystems for

certain levels.
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Chapter 2: Classical Theory

In this chapter, we provide a discussion of the classical theory of modular forms. The goal of

this chapter is to help the reader see Bianchi modular forms are a natural generalization of

the classical case.

2.1 Classical Modular Forms

In this section, we state some facts regarding classical modular forms. We use generalizations

of some of these facts to Bianchi modular forms for our computations. For more details, we

refer the reader to [9,16,32].

Let H2 = f z 2 C j Im(z) � 0g denote the upper-half plane, and letH �
2 = H2 [ Q [ f i1g

denote the extended upper-half plane obtained by including the cuspsP1(Q) = Q [ f i1g .

The group SL2(Z) acts onH2 by fractional linear transformations:

�
a b
c d

�
� z =

az + b

cz + d
: (2.1)

We can extend the action of the groupSL2(Z) to cuspsQ [ f i1g by

�
a b
c d

�
�

p
q

=
ap+ bq

cp+ dq
: (2.2)

We de�ne modular forms as complex-valued functions onH2 satisfying symmetry with re-
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spect to this action by congruence subgroups ofSL2(Z). In particular, we consider congruence

subgroups of the form

� 0(N ) =
��

a b
c d

�
2 SL2(Z)

�
�
�
� c � 0 mod N

�
(2.3)

whereN 2 Z � 0.

De�nition 2.1. A classical modular formof weight k and level N is a complex-valued

function f : H2 ! C that satis�es the following conditions.

1. f is holomorphic onH2

2. For each
 2 � 0(N ), we havef [
 ]k = f , where f [
 ] = j (
; � )� k f (
� ) and j (
; � ) =

c� + d.

3. f [
 ]k is holomorphic at i1 where
 2 SL2(Z) such that 
 (1 ) = � 2 Q [ f i1g .

The third condition can also be stated as a growth condition. Explicitly, we wantjf [
 ]k(z)j

to be bounded as Im(z) ! 1 .

These conditions imply that a modular formf has Fourier expansion

f (z) =
1X

n=0

an (f )qn ; q = e2�iz ;

for any z 2 H2. Further, the space of modular formsM k(N ) of weight k and levelN is a

�nite-dimensional C vector space, and we have an explicit formula for the dimension of space

of modular forms [16, Theorem 3.5.1].

If we consider the subspace of modular formf 2 M k(N ) that vanishes on cusps, we get

the space of cuspforms denotedSk(N ). Our main focus will be to compute the space of

cuspforms as they are related to objects like elliptic curves.

Now we look at the interaction between levels. IfM j N , then for any g 2 Sk(M ) and for

any divisor d of N=M , the form f (z) = dk� 1g(dz) is in Sk(N ). We call the subspaceSk(N )old

4



of such forms theoldforms at levelN . The spaceSk(N )new that cannot be constructed from

oldforms is called thethe space of newforms at levelN .

From a computational standpoint, computingSk(N )new is important as these are the

forms that truly are level N . In practice, we do this by computingSk(N ) systematically and

accounting for oldforms at levelsM j N . Since every form inSk(M ) shows up inSk(N ) with

multiplicity equal to the number of divisors of N=M , we can recognize oldforms by looking

at multiplicities.

2.2 Hecke Operators

In this section, we introduce a collection of operators on the space of cuspformsSk(N ) called

Hecke operators. These operators are diagonalizable and they commute. Therefore, we can

obtain a basis forSk(N ) consisting of simultaneous eigenforms of Hecke operators away from

N . By �computing�, we mean computing these Fourier coe�cients of eigenforms using Hecke

operators.

For � 2 GL+
2 (Z), we can extend the action onSk(�) by:

f [� ]k = det( � )k� 1j (�; � )� k f (
� ):

Here GL+
2 (Z) is the subgroup of matrices inGL2(Z) with positive determinant.

De�nition 2.2. We de�ne an operatorTp : Sk(�) ! Sk(�) for any prime p by

f [� ]k =
kX

i =1

f [� i ]k ;

with �
�

1 0
0 p

�
� =

S k
i =1 � � i where � i =

�
1 0
0 p

�

 i and f 
 i gk

i =1 are orbit representatives of

the coset� n�
�

1 0
0 p

�
� .

5



Remark 2.1. We can de�ne Hecke operators more generally by looking at the double coset

� � 1� � \ � for any � 2 GL+
2 (Q).

We setT1 = 1, the identity operator. We can de�ne an operatorTpr inductively by

Tpr = TpTpr � 1 + pk� 1Tpr � 2

for r > 1 and Tn as

Tn =
Y

i

Tp
r i
i

; wheren =
Y

i

pr i
i :

Now we can show that the Hecke operators have the following properties:

Theorem 2.3. For any m; n 2 Z+ ,

1. TnTm = TmTn .

2. Tmn = TmTn if (m; n) = 1

Proof. These follow from the de�nition of Tn and [16, Proposition 5.2.4].

Theorem 2.4. Hecke operatorsTn for (n; N ) = 1 are simultaneously diagonalizable.

Proof. By [16, Theorem 5.3.3], any Hecke operatorTn with (n; N ) = 1 on the space of cuspform

Sk(N ) is normal with respect to the Peterson inner product given in [16, De�nition 5.4.1].

Therefore,Tn is diagonalizable. Since Hecke operators commute, they are simultaneously

diagonalizable.

De�nition 2.5 ([16, De�nition 5.8.1]). A nonzero modular formsf 2 Sk(N ) that is an eigen-

form for all Hecke operatorsTn is aneigenform. An eigenformf (z) =
P 1

n=1 an (f )qn ; and q =

e2�iz is normalized if a1(f ) = 1 . A normalized eigenform inSk(N )new is called anewform.

Now we have the following theorem about newforms.
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Theorem 2.6 ([16, Theorem 5.8.2]). The set of newforms of levelN gives an orthogonal basis

of Sk(N )new with respect to the Petersson inner product. Further, each newformf satis�es

Tn (f ) = an (f )f for eachn 2 Z+ .

This means, by computing eigenvalues of the Hecke operatorTn , we can recover the

Fourier coe�cient an (f ) of any newformf . As Sk(N )new has a basis consisting of newforms,

we have a complete description of the space.

2.3 Lattices

Now we look at an alternative de�nition for modular forms. The de�nition of Bianchi modular

form in Section 4 is a generalization of this. For details, we refer to [16, Section 1.3 and

Section 1.5]. Alattice in C is a discrete set of the formL = Z! 1 + Z! 2 wheref ! 1; ! 2g is a

basis forC over R.

De�nition 2.7. An enhanced elliptic curve over� 0(N ) is a pair (E; C), whereE is a complex

elliptic curve and C is a cyclic subgroup ofE of order N .

Alternatively, we can view an enhanced elliptic curve(E; C) as a pair of lattice(L; L 0)

with L � L0 whereE(C) = C=L and L=L 0 ' Z=NZ [24].

We say two enhanced elliptic curves(E; C) and (E 0; C0) are equivalent if there is an

isomorphismE ! E 0 that sendsC to C0. The set of equivalence classes of enhanced elliptic

curves is denoted byS0(N ).

Functions on S0(N ) satisfying the transformation

F (C=mL; mC) = m� kF (C=L; C) (2.4)

for any m 2 C� , can be viewed as modular forms of levelN and weight k [16].

7



In this approach, there is a natural notion of Hecke operators which can be thought of as

�averaging� operators. These operators are compatible with the Hecke operators de�ned in

Section 2.2.

We use a generalization of this to imaginary quadratic �elds in Section 4.1 to de�ne

Bianchi modular forms. This approach gives an intuitive understanding of the subtleties that

arise due to the class group.

2.4 Homology

Now we restrict our attention to computational techniques for weight2 classical modular

forms.

The quotient X 0(N ) = � 0(N )nH �
2 is a compact Riemann surface [16, Chapter 2]. Now we

consider the pairing

h ; i : S2(N ) � H1(X 0(N ); Z) ! C;

by

hf; 
 i = 2 �i
Z



f (z)dz

for any path 
 in X 0(N ).

This pairing is non-degenerate and Hecke equivariant [32, Theorem 3.4]. That is, for any

Hecke operatorTn , we havehTn f; 
 i = hf; T n 
 i . Here the action ofTn on H1(X 0(N ); Z) is as

described in [32, Chapter 3]. This means we can use the homologyH1(X 0(N ); Z) to compute

the space of cuspforms as a Hecke module. See [32, chapter 3] for more details.

The homologyH1(X 0(N ); Z) can be computed by taking a tessellation ofX 0(N ) with

vertices on cusps. One such tessellation can be obtained using the theory of perfect forms.

Let us consider the vector spaceV of 2 � 2 real symmetric matrices with the positive

de�nite inner product given by hx; yi = Tr (xy). By C we denote the space of positive de�nite

8



symmetric matrices ofV. This is an open convex cone that is self-adjoint. That is,

C = C � =
�

y 2 V
�
� hx; yi > 0; for all x 2 �Cnf 0g

	
;

where �C = f y 2 V j hx; yi � 0; for all x 2 Vg is the closure ofC. The boundary of the cone

@C= �CnC is the collection of positive semide�nite symmetric matrices inV.

The spaceC can also be viewed as a space of positive de�nite quadratic forms with a

given Gram matrix. This allows us to view the space of quadratic forms as an inner product

space, where evaluating a quadratic form on a vector can be viewed as an inner product.

Explicitly, supposeQ is a positive de�nite quadratic form with the Gram matrix A. Then by

the Cholesky decomposition [27] of positive de�nite matrices, we have thatA = ggt for some

g 2 GL2(R). Then the inner product betweenA and the semide�nite form vvt 2 @Ccan be

viewed as evaluating the quadratic formQ at the vector v as follows:

Q[v] = Tr( vtAv) = Tr( vtggtv) = Tr( ggt � vvt ) = hggt ; vvt i = hA; vvt i :

Under this interpretation, @Ccorresponds to the space of positive semide�nite quadratic

forms. Further, this gives a way of identifying positive semide�nite forms using linear

conditions. Explicitly, A 2 @Cis the same as saying that the orthogonal complement ofA

will intersect @Cnon-trivially. That is, if A 2 @C, then there must existu 2 R2nf 0g such

that hA; uu t i = 0. This is the same as saying thatuut is a non-zero vector in the orthogonal

complement ofQ.

The groupG = GL2(R) acts transitively on C from the left by g� x 7! gxgt . The stabilizer

of the identity is K = O(2). Thus, we have the identi�cation,

C=R> 0 �! GL2(R)=R> 0O(2) ' H2:

9



Figure 2.1. Farey tessellation of the hyperbolic plane

De�ne the map q : Z2 ! @Cby v 7! vvt , and put � = q(Z2nf 0g). Now we de�ne the

Voronoi polytope as follows:

De�nition 2.8. The Voronoi polyhedron � is de�ned to be the convex hull of� .

The Voronoi polyhedron has a nice combinatorial structure. In particular, all the facets

of � are triangles. Also, each element inq(v) 2 � can be identi�ed with the cusps a
b 2 P1(Q)

where v =
�

a
b

�
2 Z2. Up to homotheties, the action ofSL2(Z) is well-de�ned for this

identi�cation. That is, for any � > 0, sincev and �v corresponds to the same element in

P1(Q), g � q(v) = g � q(�v ) in C=R> 0. This means after modding out by homotheties, we can

identify the vertices of � with elements inP1(Q). Then up to homotheties, the facets of�

under this becomes ideal triangles inH �
2 = H2 [ P1(Q). Thus, we get a triangulation ofH �

2

with vertices on cusps. Further, we have a natural action bySL2(Z) on this triangulation

which is induced by the action ofSL2(Z) on C.

In practice, we can also compute this tessellation using perfect forms as introduced by

Voronoi [35].

De�nition 2.9. We de�ne the minimum of a quadratic formQ with Gram matrix A, denoted

m(A), to be the minimum value ofQ[x] = hA; xx t i for all x 2 Z2nf (0; 0)g. We de�ne the set

of minimal vectors ofA,

M (A) = f x 2 Z2nf (0; 0)g j Q[x] = m(A)g:

10



With this notion of a minimum, we say a quadratic form isperfect if it is uniquely

determined bym(A) and M (A).

In [35], Voronoi proved that there are only �nitely many perfect forms up to the action

of SL2(Z). He also proved that each facet of� can be identi�ed with a perfect form where

vertices of the facet up to homotheties are given byq(v) for v 2 M (A). This shows that there

are only �nitely many facets of � up to the action of SL2(Z). Further, Voronoi also provided

an algorithm to enumerate these perfect forms.

From this algorithm, we can

1. �nd the cell � in � containing a form A 2 C;

2. �nd a path along the edges of� betweenA; B 2 C.

These two tasks are extremely useful in computing Hecke operators.

2.5 Modular Symbols and M-symbols

Modular symbols and M-symbols provide a concrete way of writing generators and relations

that describes the relative homology groupH1(X 0(N ); @X0(N ); C); where@X0(N ) is the set

of cusps modulo the action of� 0(N ).

De�nition 2.10. For � � SL2(Z) the space of modular symbols of weight2, denotedM 2(�) ,

is a free Abelian group generated by pairs of cusps of the formf �; � g modulo the relations

f �; � g + f �; � g = 0

f �; � g + f �; 
 g + f 
; � g = 0

gf �; � g � f �; � g = 0 for eachg 2 � :

Theorem 2.11 ([29]). The space of weight2 modular symbolsM 2(� 0(N )) is isomorphic to

the homology groupH1(X 0(N ); @X0(N ); C).
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Remark 2.2. We can de�ne an action by Hecke operators on both sides compatibly. Thus,

this is an isomorphism of Hecke modules.

Now we introduce the so-called Manin's trick, to show that space of modular symbols is

computable.

Supposef gi gr
i =1 is a set of right coset representatives of� 0(N ) in SL2(Z) so that SL2(Z) =

F
i � 0(N )gi . Then for each modular symbolf �; � g, the list f gi f �; � ggr

i =1 is the complete list

of distinct � 0(N )-translates of the symbolf �; � g in M 2(� 0(N )):

Theorem 2.12 ([29]). Let N be a positive integer, and letf gi gr
i =1 be a set of right coset

representatives of� 0(N ) in SL2(Z). Then any f �; � g 2 M 2(� 0(N )) can be written as

f �; � g =
X

i

ai gi f 0; i1g ;

for someai 2 Z.

This shows that the collectionf gi f 0; i1gg r
i =1 gives a complete list of generators for

M 2(� 0(N )). We call such modular symbolsunimodular.

By P1(Z=NZ), we denote the set of pairs(c; d) 2 Z2 such that gcd(c; d; N) = 1 modulo

the relation

(c1; d2) � (c2; d2) $ c1d2 � c2d1 mod N:

We denote the equivalence class of a pair(c; d) by (c : d). Then by [10, Proposition 2.2.2],

we have� 0(N )nSL2(R) ' P1(Z=NZ). This means we can useP1(Z=NZ) to identify coset

representativesgi .

De�nition 2.13. A Manin symbol or M-symbol (c : d) is the class inH1(X 0(N ); @X0(N ); C)

of the modular symbol
�

a b
c d

�
f 0; 1g , where

�
a b
c d

�
2 SL2(Z).

M-symbols are especially convenient for computations, but the action of Hecke operators

does not preserve the space of unimodular symbols. However, we have techniques that use
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continued fractions like Heilbronn matrices to compute Hecke operators. More details of this

process are available in [10, Chapter II].

Remark 2.3. In generalizing to imaginary quadratic �elds, we will see that not every symbol

can be represented by a translation of the symbolf 0; i1g . Thus, we require to keep track of

the edge �type� as well as the coset representative.
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Chapter 3: Homological Modular Forms

In Section 2.4, we saw that the homologyH1(X 0(N ); C) could be used to compute classical

modular forms. HereX 0(N ) = � 0(N )nH �
2 and H �

2 = H2 [ P1(Q), the upper half-planeH2

with cusps. In this section, we discuss how to generalize this to imaginary quadratic �elds.

For the purpose of this thesis, we restrict ourselves to weight 2 modular forms. Treatment

of higher weight modular forms over Euclidean imaginary quadratic �elds is available in [15].

Let F be an imaginary quadratic �eld with a ring of integersOF . In the classical

case, we considered the action ofSL2(Z) on the hyperbolic planeH2 by fractional linear

transformations. In the Bianchi case, we consider the general linear groupGL2(OF ) on the

hyperbolic 3-spaceH3 = f (z; t) 2 C � Rjt > 0g by

�
p q
r s

�
(z; t) = ( z0; t0);

where

z0 =
(pz + q)(rz + s) + ( pt)(st)

jrz + sj2 + jr j2t2
and t0 =

jps � qrjt

jrz + sj2 + jr j2t2
:

Similar to the classical case, we can extend this action toH �
3 = H3 [ P1(F ), the extended

hyperbolic 3-space, by de�ning an action on cuspsP1(F ) = F [ f1g as

�
p q
r s

�
� (c : d) = ( cp+ qd: rc + sd):
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Now for any idealn of OF , we can de�ne a congruence subgroup

� 0(n) =
��

a b
c d

�
2 GL2(OF )

�
�
�
� c 2 n

�
:

This is similar to the congruence subgroups given in (2.3) for the classical case.

If � 0(n) is torsion-free, then the quotientX 0(n) = � 0(n)nH �
3 will be a compact di�erentiable

manifold, and the homologyH1(X 0(n); C) is a generalization of the classical homology from

above.

De�nition 3.1. We de�ne a homological modular form of leveln to be a class in the homology

H1(X 0(n); C).

Remark 3.1. It is not obvious that this homology has a connection to modular forms. Fortu-

nately, the work of Kurcanov [26] establishes a duality between the homologyH1(X 0(n); C)

and the �principal� part of Bianchi modular forms de�ned in Chapter 4 for imaginary quadratic

�elds. A more general result for other number �elds is available in [19] by Franke.

Remark 3.2. In practice, we compute the relative homology groupH1(X 0(n); @X0(n); C) where

@X0(n) denotes the set of cusps up to action of� 0(n). This is more convenient because any

path between cusps inX 0(n) denotes a classH1(X 0(n); @X0(n); C). To obtain H1(X 0(n); C),

we need to compute@X0(n). This can be done using methods introduced in Section 4.5.

In the remainder of this section, we summarize techniques for computing homological

modular forms. In Section 3.1, we discuss a generalization of Voronoi theory by Ash and

Koecher. This allows us to obtain a tessellation of the hyperbolic 3-space with an action

by a congruence subgroup. In Section 3.2, we describe a generalization of modular symbols,

M-symbols, and a reduction theory to compute the action of principal Hecke operators on

homology.

We omit proofs in this section to keep this chapter concise. The details in this section

can be found in [3,21,25]. For an exposition, we refer the reader to a set of lecture notes by
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Gunnells [22].

3.1 Voronoi Theory

In this section we discuss techniques for computing a tessellation ofH3 from the work of Ash

[3] and Koecher [25]. This is a generalization of the classical Voronoi theory introduced in

Section 2.4. We state most of the results over imaginary quadratic �elds, although we can

work more generally on other self-adjoint homogeneous cones.

Let F be an imaginary quadratic �eld, and letOF be the ring of integers as before. We

consider the algebraic groupG = ResF=Q GL2, where ResF=Q denotes the Weil restriction of

scalars. LetG = G(R) denote the group real points inG.

The group G acts the vector spaceV = Herm2(C) of Hermitian matrices with complex

coe�cients by

g � A 7! gAg� ;

whereg� represents the conjugate transpose of the matrixg.

Let C � V denote the space of positive de�nite matrices. Then from results in [2], we can

show that C is a self-adjoint cone with respect to the inner product given byhx; yi = Tr (xy � )

on V. The coneC is also homogeneous as the action byG is transitive. Details of a proof of

both these facts for imaginary quadratic �elds can be found in [23, Proposition 4.1.1].

Let q : C2 ! �C be the map de�ned byv 7! vv� . Here by �C, we denote the union ofC

with the boundary @C, which consists of positive semide�nite Hermitian forms. If we �x an

embeddingF ,! C, we can identify vectors inO2
F as a discrete set inC2. This allows us to

introduce a notion of minimum and minimal vectors for a Hermitian matrix.

De�nition 3.2. We de�ne the minimum of A 2 C by

m(A) = inf fhq(x); Ai j x 2 O 2
F nf 0gg;
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and the set ofminimal vectors by

M (A) = f x 2 O 2
F nf 0g j hq(x); Ai = m(A)g:

Note that sinceO2
F is a discrete set inC2, the set of minimal vectorsM (A) is a �nite

set. We can see this by looking at the inner producth ; i as de�ning a metric and noticing

that the ball of radius m(A) about A can only have a �nite intersection with the discrete set

q(O2
F ).

We say a formA 2 C is perfect if A is completely determined bym(A) and M (A). In

[25], Koecher proved the existence and the �niteness of perfect forms up to the action of

GL2(OF ).

De�nition 3.3. A perfect cone� (A) attached to a perfect formA is given by

� (A) =

8
<

:

X

v2 M (A)

� vq(v)

�
�
�
�
�
�

� v � 0

9
=

;

Let � denote the collection of perfect cones and their proper faces.

Theorem 3.4 ([25]). The set � satis�es the following properties:

1. Any compact set inC meets �nitely many perfect cones in� .

2. Any perfect cone� 2 � meets �nitely many other perfect cones� 0 such that � \ � 0

contains an element inC.

3. Let �; � 0 2 � be di�erent perfect cones.

(a) �; � 0 do not share any interior points, that isInt( � ) \ Int( � 0) = ; .

(b) � \ � 0 is a common face of both� and � 0.
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4. If � is a facet of a perfect cone� that meetsC, then there must exist another perfect

cone � 0 such that� = � \ � 0.

5. C =
S

� 2 � � \ C

This implies that � gives us a polyhedral decomposition ofC. Further, we can show that

the action of the groupGL2(OF ) on O2
F induces an action on� with the following properties:

Theorem 3.5. The set � satis�es the following properties:

1. There are only �nitely many GL2(OF ) orbits in �

2. Any y 2 C is contained in the interior of a unique cone in�

3. Given any cone� 2 � with a point in C, � has �nite stabilizer.

In particular, this means that for any congruence subgroup� of GL2(OF ), we can choose

a �nite list of cones in � which are � orbit representatives. We can compute this list by

enumerating perfect forms. For an explicit algorithm for this, we refer the reader to [31].

We have the following identi�cation between the coneC and the hyperbolic 3-spaceH3.

Theorem 3.6. Let C be the cone of positive de�nite Hermitian matrices inV, then

C=R> 0 ' H3:

Proof. First, we know that H3 is the symmetric space attached toG = ResF=Q GL2 and we

have that H3 ' G=KA G whereG = G(R) = GL2(C) and K = U(2) is the maximal compact

subgroup ofG and AG is the set of positive scalar matrices.

On the other, recall that G acts onC by g � A 7! gAg� . By [2, Chapter II], we have that

C ' G=K . SinceA can be identi�ed with R> 0, the result follows.

Thus, the decomposition ofC into polyhedral cones up to homotheties gives us a decom-

position of H3 into ideal polytopes with an action byGL2(OF ). We call this the Voronoi
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tessellationof H3 for GL2(OF ). From the properties in Theorem 3.5, each polytope in the

Voronoi tessellation will have a �nite orbit and �nite stabilizers.

Remark 3.3. If v 2 M (A) for some perfect formA, then for any � 2 O �
F , �v is also a minimal

vector. Then the ray throughq(v) coincides with the ray throughq(�v ) in the perfect cone

� (A). Thus the polytope in H3 induced by � (A) has a strictly smaller number of vertices

than the number of minimal vectors ofA. Further, there might also be cases where two

di�erent minimal vectors correspond to the same cusp inH �
3. For example, letF = Q(

p
� 91)

and ! = 1+
p

� 91
2 . The vectorsv =

�
! + 1

� ! + 4

�
and u =

�
5

� ! � 3

�
corresponds to the same

cusp ! � 4
7 in H �

3.

3.2 Modular Symbols and M-symbols

In this section, we de�ne modular symbols and M-symbols, which gives us a concrete way to

write generators and relations that describe the homology groupH1(X 0(n); C). The parallel

of this material for the classical case is given in Section 2.5. We also introduce a reduction

theory for modular symbols coming from the work of Gunnells [21]. This reduction theory

will be helpful in computing principal Hecke operators introduced in Section 4.2.

De�nition 3.7. A modular symbol[u; v] is de�ned as the class inH1(X 0(n); @X0(n); C) of a

directed path from u to v, whereu; v 2 P1(F ).

We say a modular symbol[u; v] is Voronoi reduced if the class is induced by an edge in the

Voronoi tessellation.

Theorem 3.8 ([21]). The set of Voronoi reduced modular symbols spansH1(X 0(n); @X0(n); C).

Proof. This follows from a specialization of Proposition 5 in [21] to imaginary quadratic

�elds.
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Now, we have a nice geometric algorithm for expressing an arbitrary symbol[u; v] as a

sum of Voronoi reduced symbols:

Theorem 3.9 ([21, Theorem 4]). Given a modular symbol[u; v], there exists a set of points

f x i : 1 � i � ng with the properties:

1. q(u) 2 R(x1) and q(v) 2 R(xn )

2. For any 1 � i � n � 1, there is a ray q(r i ) in R(x i ) \ R(x i +1 ) such that

[u; v] = [ u; r1] + [ r1; r2] + ::: + [ rn ; v];

whereR(x) denotes the rays in the coneC containing q(x).

M-symbols are a convenient way to compute modular symbols. Over Euclidean number

�elds, the translates of the modular symbolf 0; i1g give us a collection of all symbols. Thus,

as described in Section 2.5, M-symbols will simply be elements(c : d) 2 P1(n). On the

other hand, non-euclidean �elds have modular symbols that are not translates of the symbol

f 0; i1g . Therefore, we require more than one orbit representative.

Example 3.10. Let F = Q(
p

� 17) with the ring of integers OF = Z[! ], where! =
p

� 17.

Consider the edgese1 = f 0; 1g, e2 = f 0; 3=(! +2) g. We claim that e1 and e2 are not equivalent.

We can see this easily by looking at the cusp classes of the vertices. Since the class group of

F is cyclic of order4, we have the lists of cusps

c0 = (1 ; ! ); c1 = (3 ; ! + 2) ; c2 = (9 ; ! + 8) ; c3 = (27; ! + 8) :

Both vertices of the edgee1 have cusps in the classc0. The edgee2 has one vertex of class

c0 and one ofc1. Since the actionGL2(OF ) preserves the class of a vertex,e1 and e2 are not

GL2(OF ) equivalent.
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Moreover, two edges with the same types of cusps are not guaranteed to be equivalent

under GL2(OF ). For example, the edgee3 = f 0; 3=(! + 3) g has the same cusp class ase1 but

they are not equivalent under the action ofGL2(OF ). A full list of cusps and edges for this

case is available in Section 6.1.

This leads to the following de�nition:

De�nition 3.11. A M-symbol is a pair f (c : d); eg wheree is an oriented edge representative

of a GL2(OF )-equivalence class of edges in the Voronoi tessellation and(c : d) 2 P1(OF =n).

Note that we can conveniently go back and forth between modular symbols and M-symbols

in the following way. If e is an edge with vertices on cuspsu and v, then the M-symbol

f (c : d); eg can be identi�ed with the modular symbol [gu; gv] whereg =
�

a b
c d

�
2 GL2(OF ).

In practice, we select edge representativeei to be the edges in the Voronoi tessellation.

Therefore, it is possible that certain edges have non-trivial stabilizer groups. For example,

the edgee3 from Example 3.10 is stabilized by the matrix

h =
�

! + 3 � 3
2! � 3 � ! � 3

�
: e3 7! � e3:

To account for this, we can further take the quotient ofP1(OF =n) by the stabilizer group

of edge representatives from the right. Explicitly, supposee is an edge representative of

a certain edge type, and supposeH � GL2(OF ) stabilizes the edge. ThenGL2(OF )=H

parameterize theGL2(OF ) orbit of the edgee. Then for a congruence subgroup� 0(n), the

double coset space� 0(n)nGL2(OF )=H parameterizes� 0(n) orbits of the edgee. Here the

right action of H on P1(n) is given by

(c : d) �
�

p q
r s

�
= ( cp+ dr : cq+ ds):
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Example 3.12. Consider the levelp2:1 = h2; ! + 1 i and � = � 0(p2:1). The points

P1(p2:1) = f (1 : 0); (0 : 1); (1 : 1)g;

corresponds to the coset representatives

f �
�

0 � 1
1 0

�
; �

�
1 0
0 1

�
; �

�
0 � 1
1 1

�
g 2 � nGL2(OF ):

The orbits of the edgee1 = f 0; 3=! + 3g contain the following edges:

e1 = f (0 : 1); e1g = f 0; 3=! + 3g;

e2 = f (1 : 0); e1g = f1 ; ! + 3=3g;

e3 = f (1 : 1); e1g = f� 1; (� ! � 3)=(! + 6) :g

However, the edgee1 is stabilized by the matrix

h =
�

! + 3 � 3
2! � 3 � ! � 3

�
: e1 7! � e1:

Let t =
�

� 3 � ! � 3
� ! � 3 � 2! + 3

�
2 � . Then, t � e2 = � e1: Thus, e1 and e2 are in the same

orbit of � . We can see this also by looking at the action of the matrixh on P1(p2:1),

(0 : 1)h = (2 ! � 3 : � ! � 3) = (1 : 0) :

Sinceh swaps(1 : 0) and (0 : 1), we only need to consider representativee1 and e3 to

span the orbit of e1 in the homology.

From the above discussion, we see that M-symbols give a convenient way of writing down

a list of generators for homology. Now we give an example of how to express face relations
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A = f 4; ! + 2g

B = f� ! + 2; 6g C = f ! + 1; ! � 4g E = f 0; 1g F = f 1; 1g

G = f� !; � ! + 4gH = f 4; ! + 4g

Figure 3.1. Faces in the Voronoi tessellation forGL2(OF )

using M-symbols.

Example 3.13. Two faces in the Voronoi tessellation forF = Q(
p

� 17) and levelp2:1 are

given in Figure 3.1.

From the triangular face, we get the relation,

f (0 : 1); AB g + f (0 : 1); BCg + f (0 : 1); CAg = 0:

For the matrix g =
�

2! + 9 ! � 9
4! � 4 � 2! � 11

�
2 � 0(p), we haveg(AB ) = � (BC). Thus the

relation of the face becomes

f (0 : 1); AB g � f (0 : 1); (AB )g � f (0 : 1); ACg = 0; which implies f (0 : 1); ACg = 0:

The rectangular face gives us the relation

f (0 : 1); AB g + f (0 : 1); BCg + f (0 : 1); CDg + f (0 : 1); DA g = 0:

Since the edges satisfy

(DC ) =
�

! � 4 4
� 8 ! + 4

�
(0 : 1)(AB ) = (0 : 1)( AB )
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and

(BC) =
�

1 � 1
2 � 1

�
(0 : 1)(AD ) = (0 : 1)( AD );

this relation will become trivial.

Remark 3.4. Principal Hecke operators introduced in Section 4.2 act on the homology

H1(X 0(n); C). Let p be a principal prime ideal, and letmi be the Hecke matrices given in

Theorem 4.20 for the Hecke operatorTp. Then the action of the Hecke operatorTp on an

M-symbol f (c : d); f �; � gg is given by

Tp((c : d); f �; � g) =
X

i

mi

�
a� + b
c� + d

;
a� + b
c� + d

�
;

where
�

a b
c d

�
2 GL2(OF ). We can apply the reduction theory for modular symbols from

the work of Gunnells [21] for each modular symbol in the sum to express it as a �nite sum of

M-symbols.

The structure of the Voronoi tessellation determines the number of generators and relations

required to identify the space of homological modular forms. Thus, understanding the number

and the combinatorial types of polytopes in the tessellation is helpful in determining the

di�culty of computing homological modular forms. Motivated by this, we computed and

studied tessellations for a range of imaginary quadratic �elds in [30].

The two �gures below summarise the trends observed from the computations. From Figure

3.2, we see that the number of perfect forms increases with the discriminant of the number

�eld. This means that the number of polytopes in the tessellation also increases with the

discriminant. Thus, we expect the homology computations to get harder with the discriminant

since the number of generators and relations depends on the tessellation.

Figure 3.3 shows that tetrahedra are the mostly common polytope, especially for large

discriminants.
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