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Abstract:

Our work focuses on inductive transfer learning, a setting in which one assumes that both source and target tasks share the same features and label spaces. We demonstrate that transfer learning can be successfully used for feature reduction and hence for more efficient classification performance. Further, our experiments show that this approach increases the precision of the classification task as well.
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1 INTRODUCTION

The fields of data mining and machine learning have been widely and successfully used in many applications where patterns can be extracted from past information (training data) to predict future outcomes [13]. Machine learning has its advantages in all walks of life, with applications ranging from autonomous cars [3], cancer diagnosis [4, 9], heart disease prediction [10], and stock value prediction [12], to mention a few.

Usually, data is described by a set of features. We call a features unnecessary if it is either irrelevant to the current goal or holds redundant information given other features. Many machine learning algorithms tend to get overwhelmed when unnecessary features abound. They usually need more samples in the presence of irrelevant features. For example, the number of training samples needed for the basic nearest-neighbor classification algorithm to reach a given accuracy grows exponentially with the number of irrelevant features [6]. However, the success of supervised learning techniques depends on the presence of sufficiently large sets of training data. Ideally, these training sets are sampled from the same generating distribution that is expected to be present in production. Obtaining useful training sets is most often an arduous and expensive process. Transfer learning techniques [2, 5, 7, 8, 14] allow us to reuse knowledge (such as models or examples) gained from some learning task (called the source) and apply it to a related task for which enough training sets are not yet available (called the target). Effective transfer
learning techniques are much in need due to the growing demand for machine learning solutions for an ever-increasing number of computer applications and the tremendous growth in communicated information.

Consider, for example, the problem of automatic heart disease prediction using a health-tracking mobile app. The proportion of heart disease records is normally quite small in the context of any single mobile app user. Thus, the corresponding learning problem can be viewed as a classification problem with a small target class. Consequently, the acquisition of a sufficiently large labeled training set may take considerable time. If we already possess an annotated database of heart disease patient records from other users or hospitals, we could, hypothetically, use it for the current challenge (target) and benefit from transfer learning approach to utilize whatever source information is available, guided by the spares information already acquired for the new target.

Our work focuses on inductive transfer learning, a setting in which one assumes that both source and target tasks share the same features and label spaces. We demonstrate that transfer learning can be successfully used for feature reduction and hence for more efficient classification performance. Further, our experiments show that this approach increases the precision of the classification task as well.

The rest of this paper is organized as follows: We present our transfer learning methodology in Section 2. Then, In Section 3 we present our experimental results and comparisons, demonstrating the advantages of our inductive transfer learning approach. Our final observations and open questions for future research are provided with the concluding remarks in Section 4.

2 METHODOLOGY

2.1 Transfer learning Architecture

We introduce a simple algorithm for feature transfer learning. First, we identify a set of important features based on the source dataset, which are used to filter the dataset to obtain a target dataset that only contains these important features. Then we perform a second round of model construction and prediction on the reduced target dataset. Interestingly, this approach results in improved prediction accuracy.

To implement the above architecture, we followed the following steps:

- Pre-processing the dataset to replace string-valued features with numerical labels.
- Split data randomly into 80% for training and 20% for evaluation.
- Train 20 different models of Decision Tree and Random Forest based on a range of max depth parameter.
- Identify the top 10 important features for each run, and choose the top 10 features with highest frequency count.
- Filter the dataset to obtain the target dataset.
- Repeat the split, train, evaluate cycle.
- Obtain the best model for each algorithm.
We used Python scikit-learn [1] for our implementation.

Figure 1. Transfer Learning Architecture

3 RESULTS AND FINDINGS

- We created models using classification algorithms Decision Tree (DT), Random Forest (RF), K-Nearest Neighbor (KNN) and Multilayer Perceptron (MLP) using the initial dataset containing over 50 features. We found the best model for each algorithm.
- We created models for each algorithm using transfer learning technique. Each model was trained using only important features identified in the previous step.
- We also used important features identified by an expert to train and test models.
- Finally, we combined the sets of important features identified by classification algorithms with those identified by the expert and repeated model building and evaluation.

In the following sections, we present a comprehensive comparison of the best models of these techniques.

3.1 The Dataset

We used the dataset from [11]. It contains records of 70,000 patient with one or more hospital visits for each patient for a total of 101,766 hospitalization records. In [11] the goal was to analyze re-hospitalization for the patients. We are using the data to determine the likelihood of diabetes patients developing heart conditions as well. The dataset lists 55 features for 101,766 hospitalization records. The data is available online as supplementary material at: http://dx.doi.org/10.1155/2014/781670.

3.2 Findings
Figure 2. Best Models using all features
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Figure 3. Line graph of random forest with varying max_depth using all features.
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Figure 4. Line graph of random forest with varying max_depth and min_sample_split using all features.
3.2.1 Using all the features of the dataset.

We trained each model using all the features available in the dataset, and then we evaluated each model by calculating evaluation matrixes using grid search with 5-fold cross validation. The best models of the Decision Tree (DT), Random Forest (RF), K-Nearest Neighbor (KNN) and Multilayer Perceptron (MLP) algorithms are shown in Figure 2. To save space, we show the line graphs only for the Random Forest algorithm (Figures 3 and 4).

Figure 5. Line graph of random forest with varying max_depth using transfer learning.

Figure 6. Line graph of random forest with varying max_depth and min_sample_split using transfer learning.

3.2.2 Using Transfer learning.
In transfer learning technique, for heart disease dataset we identified the top 10 important features during transfer learning using decision tree. And these top 10 features were only used for training all the models of Decision Tree, Random Forest, K-Nearest Neighbor and Multilayer Perceptron algorithms to demonstrate the transfer learning in this experiment. For estimating the evaluation matrices, we also used the grid search with 5-fold cross validation and compared the models. To save space, we show the line graphs only for the Random Forest algorithm (Figures 5 and 6).

The following table (Figure 7) shows the best models of Decision Tree, Random Forest, K-Nearest Neighbor and MLP algorithms for each evaluation matrix.

![Figure 7](#)

**Figure 7.** Best models for heart disease dataset using transfer learning.

### 3.2.3 Using Expert-Identified Features.

For this experiment, experts identified 11 important features out of heart disease dataset as shown in section 3.3. We used these identified important features for training all the models of Decision Tree, Random Forest, K-Nearest Neighbor and MLP algorithm and estimated the evaluation matrix for each model using grid search 5-fold cross validation. To save space, we show the line graphs only for the Random Forest algorithm (Figures 8 and 9).
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**Figure 8.** Line graph of decision tree with varying max_depth using features identified by experts.
3.2.4 Combining Transfer Learning and Expert-Identified Features.

For our final experiment, we combined the top 10 features identified during transfer learning (Section 3.2.2) with important features of heart disease dataset identified by experts (Section 3.2.3). We used these combined features for training all the models of Decision Tree, Random Forest, K-Nearest Neighbor and MLP algorithms. and estimated the evaluation matrix for each model using grid search 5-fold cross-validation. For this experiment, experts identified 11 important features. To save space, we show the line graphs only for the Random Forest algorithm (Figures 11 and 12).
Figure 11. Line graph of decision tree with varying max_depth using transfer learning combined with features identified by experts.

Figure 12. Line graph of random forest with varying max_depth and min_sample_split using transfer learning combined with features identified by experts.

Figure 13. Best models for heart disease dataset using transfer learning combined with features identified by experts.
The table in Figure 13 shows the best model of Decision Tree, Random Forest, K-Nearest Neighbor and MLP algorithms for each evaluation matrix.

3.3 Comparison

In this section, we compare all the 4-methodologies used with heart disease dataset, following table shows the comparisons between best models created by modifying one coefficient for each methodology and each machine learning algorithms.

The table shows the transfer learning methodology has better or almost same accuracy for all the machine learning algorithms comparing to other methodology. Here it also shows that the Decision Tree algorithm outperformed to be best among all the machine learning algorithm for all the methodology. It also shows that the model trained with only expert suggested features has the lowest accuracy for each algorithm. It also concludes that if the suggested features are combined with transfer learning, it outperformed to be best among all the methodology.

<table>
<thead>
<tr>
<th>Features used for training</th>
<th>DT</th>
<th>RF</th>
<th>KNN</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>All 53 features</td>
<td>0.998</td>
<td>0.971</td>
<td>0.952</td>
<td>0.922</td>
</tr>
<tr>
<td>Transfer learning with top 10 features</td>
<td>0.999</td>
<td>0.998</td>
<td>0.982</td>
<td>0.921</td>
</tr>
<tr>
<td>Features identified by experts</td>
<td>0.858</td>
<td>0.859</td>
<td>0.857</td>
<td>0.858</td>
</tr>
<tr>
<td>Combined top 10 transfer learning features and expert-identified features</td>
<td>0.999</td>
<td>0.995</td>
<td>0.983</td>
<td>0.924</td>
</tr>
</tbody>
</table>

Figure 14. Comparison of the best models.

4 CONCLUSION

We compared the performance of the Decision Tree, Random Forest, K-Nearest Neighbor and Multilayer Perceptron machine learning algorithms. We chose an application where hospitalization data about diabetes patients are used to predict those that are likely to develop heart condition as well. We were, in particular, interested in assessing the improvements obtained by the inductive transfer learning approach. In traditional approach where all available features of the dataset were used to train the model, the best model of the Decision Tree outperformed with an accuracy of 99.84% for heart disease dataset, followed by Random Forest, KNN and MLP.

In the transfer learning technique, the top ten important features were identified out of all features using Decision Tree, and these important features were used to train the models. This technique showed that all algorithms performed the same or better compared to the traditional approach. Here too the best model of the Decision Tree classification algorithm outperformed the others with an accuracy of 99.91%.

We also performed experiments with expert-suggested features, which showed the performance of the model dropped compared to the transfer learning approach.

Finally, we experimented with transfer learning using a combination of expert-suggested and algorithm-generated top features. The best model of the Decision Tree algorithm had the
accuracy of 99.91% in this case, similar to the transfer learning without expert suggested features.

We conclude that inductive transfer learning can be used for feature reduction, and, it can also improve the accuracy of the prediction models.
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