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Abstract:

The concept of an urban growth wave expanding outwards is used to examine the commuting
characteristics of residents of recently developed housing areas within the 50 largest US
metropolitan areas at multiple points of time between 1980 and 2000. The results show that not
only do areas of recent housing booms have longer commuting times and differing
socioeconomic characteristics than older parts of the cities, but this commuting time will subside
as these areas age (although average commuting times may rise for the entire metropolitan area).
Like a growth wave, a commuting transition move outwards and therefore newer growth areas
(or sprawl) should be considered as a temporary stage in the ongoing process of urban growth.
Focusing on building cycles avoids the pejorative sprawl label and reconceptualises this sort of
low density, auto-dependent urban form as a normal part of the urban growth process.
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Introduction

Within American cities, the areas where urban land transitions into rural land has been
considered problematic for at least 80 years, in part because it lies outside the traditional interests
of rural and urban geographers and due to the difficulty of conceptualising this area (Wehrwein,
1942). It was realised that cities cannot be accurately represented by the static zones of von
Thunen’s isolated state or the concentric ring model of urban structure, and neither would the
built-up area be correctly represented by city limits. Discussions of ‘exploding cities’ in the US
in the 1950s created an approach to urban growth based on the metaphor of a wave sweeping
outwards into the countryside (Blumenfeld, 1954). In recent decades, interest in the urban
periphery has again become significant but researchers have returned to the mapping of static


http://libres.uncg.edu/ir/uncg/clist.aspx?id=113
http://www.dx.doi.org/10.1177/0042098013498284

land use and density patterns, now termed sprawl. This topic has received tremendous attention
from the media as well as scholars (Bengston et al., 2005) and is the focus of considerable
debate. Some scholars perceive as it as a new phenomenon in urban development processes in
the US, although others argue that sprawling growth patterns have always been visible in most
prosperous cities in the US, as well as everywhere in the world where there is a certain measure
of affluence and where citizens have some choice in how they live (Bruegmann, 2005).

Considerable efforts have been devoted to defining and quantifying urban sprawl so that this
urban development and its associated negative consequences, such as more travel, greater
reliance on cars, absence of public transport, additional use of energy, increased costs in
providing utilities and the loss of open space, can be better understood (Burchell et al.,

1998; Sultana and Weber, 2007). However, there has been little consistency as to exactly what
this phenomenon is and how it can be defined. Sprawl is often treated as a static pattern,
measurable by low population or housing densities (Malpezzi, 1999; El Nasser and Overberg,
2001; Galster et al., 2001; Ewinget al., 2003; Hasse and Lathrop, 2003; Lopez and Hynes,
2003; Wolman et al. 2005), although some also incorporate other dimensions of urban form,
such as compactness, land use patterns or the configuration of street networks (Galster et al.,
2001; Ewing et al., 2003; Tsai, 2005; Wolman et al., 2005).

Yet American urban areas are dynamic places—areas that might have been considered sprawl a
few decades ago are now quite dense and urban (Bruegmann, 2005) and areas currently regarded
as sprawling may likewise be seen as fully urban in the future. Seen from this point of view, one
can consider recently built low density housing areas of cities (or sprawl) as a temporary stage in
the on-going process of urban growth and development. While some approaches to sprawl have
considered rapid population growth, none of the recent work on sprawl has examined the way in
which it is transformed into more dense urban areas over time.

One way of doing this is to use the metaphor of urban growth as a wave to describe urban
expansion as a dramatic transition in land use on the edges of metropolitan areas. We incorporate
this notion to examine the commuting characteristics of residents of recently developed areas at
multiple points of time in order to investigate how commuting is related to this growth process.
We expect that areas built at a particular time will have a distinct commuting pattern (length,
mode choice, etc.), which gradually changes as an area matures. This process should create a
commuting transition of rapid increases in commuting time followed by gradual decreases. The
results of this study show that in fact not only do areas of recent housing growth in American
cities have longer commuting times than other parts of the city; but this commuting time will go
through a predictable commuting transition as these areas age.

Theoretical and Conceptual Background

Urban Growth and Housing Cycles



The growth of cities and their expansion into surrounding rural land have been studied from
many perspectives, including the conversion of agricultural land to urban land (Greene,

1997; Theobald, 2001), as a metropolitan bow wave (Hart, 1991) or using the metaphor of an
urban growth wave (Blumenfeld, 1954; Gober and Burns, 2002). Adams (1970) discussed the
growth pattern of US cities in terms of the building cycle, as cities do not grow evenly but in
discrete housing booms in which large amounts of housing and other buildings are built,
followed by a slowing down of construction activity for several years. He discussed these booms
in the context of transport technology and showed that construction booms between 1890 and
1960 took place in particular transport eras. In addition to new housing being located farther out
from downtown, different housing and neighbourhood forms emerging, and changing
demographics or architectural styles, each housing boom was based on the availability of
different transport systems. Characteristics of housing design, lot types and street patterns can be
identified for different periods, although many neighbourhoods will contain a range of features
(Moudon, 1992).

The first boom he discussed (peaking in 1905) took place during the heyday of the electric
streetcar era and reflected this technology. Early streetcar communities were built with narrow
lots on a grid pattern and values decreased away from streetcar lines. The next booms (peaking
in 1925 and 1941) took place in the early auto era, at a time when streetcar lines were declining
in prominence. House lots were wider to allow for driveways and garages, and building densities
were much lower. New residential areas were built at considerably farther distances from the city
centre than were previously possible. Two post-war booms took place at a time when the
automobile had little or no competition as a commuting mode and when freeway systems were
rapidly transforming cities. This of course is the beginning of the stereotypical automobile-
oriented suburban period. Wider lots on various types of curvilinear networks became more
common. These different neighbourhood and network forms each have densities which may have
either decreased (common for single-family homes) or increased (for apartment complexes) over
time. Hybrid patterns may come about because of redevelopment of older communities.

According to AdamsEach successive growth ring captured the flavor of the living styles, income
levels, transport technologies, spending habits, and tastes of its period. The landscape increment
of each growth era remained remarkably stable in structure and layout during successive growth
periods. The only exception to the persistence of prior arrangements was the slow yet steady
migration of the shopping core of the central business district towards the most fashionable high
income sector of the city (Adams, 1970, p. 51).

This retail migration has of course continued, leaving most large cities without any significant
retail downtown. While housing in an area developed during a boom may remain largely
unchanged, arterial roads near these areas can be expected to undergo a continuing process of
redevelopment. Early commercial properties may appear early on, to be replaced as larger and
more intensive developments arrive. This can obviously be expected to have an impact on
commuting patterns (and even more so on shopping or entertainment trips).



The Building Cycle and Commuting

One of the most direct and observable ways building cycles can alter urban form and growth and
transport patterns is by changing density. Newman and Kenworthy (1989) claimed that denser
cities offered a number of advantages for commuting. In turn, Gordon et al.(1989) and Gordon et
al. (1991) argued that commuting times were higher in dense cities and actually fell in rapidly
growing cities. This ‘commuting paradox’ was explained by the likelihood that households
and/or firms were rationally relocating to reduce commuting times (Levinson and Kumar,

1994, Sultana, 2000).

The associations between low densities and longer commutes have been examined at the
neighbourhood level (for example, Handy, 1996; Malpezzi, 1999; Ewing and Cervero, 2001). At
this scale low densities reduce the presence of work opportunities in the local environment,
producing longer commutes. However, Ewing et al. (2003) examined density effects on
congestion and commuting time and found no statistically significant relationship between
residential density and commuting time, although a denser and finer street layout was associated
with increased congestion and higher commuting time. More recent commuting research has
examined fast-growing areas with low density development (sprawl) and their commuting
characteristics. Sultana and Chaney (2003) confirmed that commuting times are highest in areas
with low density and recent rapid growth, while Sarzynski et al. (2006) found that faster-growing
cities have longer commute times. However, Sultana and Weber (2007) found that low density
and fast-growing areas are associated with longer commutes, whether measured by time or miles.
The relationship between population density and mode of transport has been well studied and
confirms that areas with lower population density have fewer journeys by public transport while
higher population density has a significant positive relationship with use of public transport and
significant negative relationship with automobile use (for example, Steiner, 1994; Cervero and
Gorham, 1995; Levinson and Kumar, 1997; Filion et al., 2006).

Given that explanations for population density and commuting often emphasise job
opportunities, it is appropriate that employment density and commuting have also been
examined. Some have found that not only may higher density employment be associated with
higher commuting times (Gordon et al., 1989; Malpezzi, 1999), but in other cases low density
workplace locations are associated with lower commute times (Sultana, 2000; Crane and
Chatman, 2003) or had no relation to commuting at all (Gordon et al., 2004). Sarzynski et al.
(2006) defined density by combining both housing units and the number of jobs on developable
land and found a statistically significant positive relationship between densities and commute
time. Low density and rapidly growing employment patterns outside urbanised areas have also
been examined (Weber and Sultana, 2008). This analysis found that workers who commute to
jobs in these areas travel shorter distances, often spend less time commuting, are less likely to
drive alone and are more likely to bike and walk, although they do not earn as much as workers
in urban areas. This suggests that low density job locations could actually improve commuting
conditions in two ways: workers may relocate to find jobs nearby; and less dense areas may have



lesser rates of daily traffic per freeway lane with correspondingly reduced average hours of
delay. Employment decentralisation can therefore be expected to contribute to reducing
commuting time by allowing for greater opportunities for rational relocation.

The Commuting Transition

Using the idea of residential growth as a wave pushing outwards and the importance of density to
travel, commuting patterns within the city should also show a wave pattern. As the city develops
outwards during a building cycle, newly built areas will experience an increase in commuting
times because they are far from employment and have low density. Eventually commercial
growth will occur, further increasing building densities (giving a more urban feel) and offering
reduced commutes. The housing booms Adams discusses are also therefore commuting
transitions between rural to urban commuting patterns (with a rapid increase followed by
eventual decrease in commuting times). This can be seen in Figure 1, where successive time-
periods show the area of peak commuting moving outwards. Since average commuting times
increased nationally from 22.4 to 24.3 minutes between 1990 and 2000, a long-term increase in
commuting times is also included. The hypothesis of the commuting transition was evident

in Millward and Spinney’s (2011) work where they found that average commute time increased
progressively outwards along an urban-rural gradient in a small city at one point in time.
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Figure 1. Hypothetical commuting transition with increase in average commuting time.

Since Adams (1970) examined nation-wide construction up to the late 1960s, several housing
booms have taken place. One boom peaked in 1973 before reaching a trough in 1976, and a
lesser boom took place in the late 1970s, peaking in 1979 before bottoming out in 1982. This
trough was short lived, as a third boom peaked in 1983 before declining to 1991.
Homeownership actually declined during this period. Since that year, housing construction (and



homeownership) continued to increase throughout the 1990s before rapidly increasing in 2004
and peaking in 2006. These booms provide a means of testing whether commuting patterns are
related to building cycles in the form of a commuting transition.

Data, Unit of Analysis and Methodology

This study uses 1980, 1990 and 2000 US census data for a set of metropolitan areas to find
evidence of the commuting transition within the outward growth of cities. In this research recent
urban growth refers to housing constructed during recent housing construction booms in each
census. To identify these areas, fine resolution data within metropolitan areas are essential. This
study therefore uses block groups as the level of analysis, as these are the smallest zones for
which both housing and commuting data are available. While the US Census Transportation
Planning Package and National Household Transportation Survey contain far more detailed
commuting data, they do not contain information on housing construction. Detailed sources of
housing data and urban change exist, such as parcel data, the National Land Cover Data (NLCD)
and residential building permit data, but these provide no information about commuting patterns
(Fagan et al., 2001; Carlson and Dierwechter, 2007).

Following Adams (1970), we use the median year of housing construction to determine the date
at which the majority of housing in a census block group was developed. Each block group is
then assigned to a decade representing a particular housing boom. If the date is before 1950, it is
classified as older urban areas. For example, all block groups with a median year built date
between 1970 and 1979 will be assigned to the 1970s housing boom. Because of new housing
construction within previously developed areas, many block groups will be reclassified as being
in newer housing booms during a later census. The 1970s housing boom will be the newest
shown in the 1980 census and will represent recently built areas for that time. For the 1990
census, the housing boom peaking in 1983 will represent recently built areas, while the 1970s
areas will have become more established. For the 2000 census, the 1990s boom will be apparent,
while those areas built during the 1970s and 1980s booms will have matured. Block groups
outside the urbanised area boundary of a metropolitan area are classified as rural. Rural is
therefore a residual category, which can be expected to include a diverse population (Dueker et
al., 1983). These areas have not yet been incorporated into the urban fabric, although some may
possess relatively recent housing.

Boundaries for Metropolitan Statistical Areas (MSAs) and Consolidated Metropolitan Statistical
Areas (CMSAs, or groupings of MSAs) for 2000 were used, which provide continuity with
earlier definitions going back to the 1950 census (Wyly et al., 2008). A total of 113 metropolitan
areas had sufficient housing growth to have at least five block groups in each time-period for
each of the three census years and the 50 largest of these were used in the analysis.

All of the commuting and housing data come from census SF3 files, based on the long form of
the census questionnaire. Data for 2000 were obtained from the Census bureau website, while



1980 and 1990 data came from datasets created by GeoLytics Inc,* which allowed both 1980 and
1990 data to be extracted using 2000 block group boundaries. The 1980 census was the first to
report commuting time and so is the farthest back the study can examine. However, commute
time data are self-reported in the census, which may therefore be imprecisely reported due to
rounding or recall error (Wachs et al., 1994). They also have not consistently been reported
separately by mode in census data and hence aggregate travel times may be longer in areas with
well established public transport systems because travel speeds on public transport are generally
slower than for autos (Sarzynski et al., 2006). Aggregate commuting time was divided by the
number of workers who work outside the home to create mean commuting time. Mode choice
variables were also constructed, as was the percentage working in the central city of the MSA.
These numbers are taken to be indicative of commuting patterns of the boom developed over the
previous decade.

The SF3 data allow the calculation of the average number of rooms, percentage of homes with
more than four bedrooms, average home value, average household income, average cars
available, percentage of housing units occupied by owners, population density, household
density and housing density. The percentage of homes built in the previous 10 years was
calculated, as was the percentage of households moving into their current homes in the previous
10 years. Socioeconomic variables, such as the percentage of the population that is White,
African American, Asian and Hispanic, were calculated, as was the percentage of households
with children present.

Results and Analysis

Figure Al in the Appendix shows the actual commuting transition patterns for the 50 largest
metropolitan areas. The majority of cities show highest average commuting times within newly
developed areas. Commuting times rise as an area is developed, then fall as these areas age.
Cities such as Los Angeles, Phoenix and New Orleans show the pattern very clearly. Midwestern
cities often show the highest commuting times in rural areas, reflecting the large rural population
in these states. Chicago is an exception and appears more like cities on the west and east coasts.
South-eastern cities show a more pronounced transition and also often show higher rural times,
except for Atlanta and south Florida. Western, south Florida and northeastern cities have a strong
transition, although often with lower rural times.

Table 1 shows mean travel time for newly built and older areas in the 1980, 1990 and 2000
censuses for the 50 largest MSAs. The hypothesis of the commuting transition leads to the
expectation that 2000 commuting times will be significantly greater in areas built in the 1990s
than in areas built in each of the previous booms. Similar patterns should be apparent for the
1990 and 1980 censuses. Analysis of variance (ANOVA) a priori contrast tests were carried out
to determine whether significant differences in commuting time exist between recently built
areas and all previously built areas in a city. This confirms the pattern seen in Figure Al, as a
priori contrast tests show that in 2000 the majority of cities (41 of 50) have significantly



different commuting times between newly built housing and all other previously built areas, and
in each case recently built areas had higher commuting times. For 1990, all but four cities had
significantly different commuting times, as did every city in 1980, with newly built areas having
significantly higher travel times except in three cases. In each year, larger cities are clearly more
likely to show significant differences and fit the commuting transition pattern better. Only nine
of the 50 largest metro areas in 2000 did not show significant differences between newly built
and previously built areas.

Table 1. Mean travel times

Rank Metropolitan 2000 census 1990 census 1980 census
iy Newly Older neighbeurhoods Newly Older neighbourhoods Newly Older neighbourheods
built areas built areas built areas ————————
(i 1990s) Bt Built  Built  Built  Built (jy joggg) Built  Built  Built  Built  (jy 19705) Built  Built  Built
19805 19705 1960s 19505 before 1970s 19605 19505 before 19605 19505 before
19505 19505 19505
1 New York City 35.80 33.51: 3207 31.86 3250 3329 3193 2991 2890 2944 3123 35.01 3048  29.18 3146
2 Los Angeles 3237 29.81 27.11 2722 2756 2547 3129 2645 2542 2541 2542 2572 2320 2284 2357
3 Chicago 3158 2936 2842 2681 3063 3192 2901 2790 2671 27.84 2966 2857 2556 2640 2897
4 Washington, DC 3265 3136 3003 3002 2930 2853 31.89 28.32 27.57 2603 2577 30.64 27.31 2573 27.06
5 San Francisco 31.25 2979 2749 2691 27.20 27.58 2859 2576 2462 2423 2547 26.68 2343 2220 23.66
6 Philadelphia 29.41 27.67 2672 2575 2629 2940 26.13 2448 2326 2326 2562 26.12 2370 2362 : 26.48
7 Boston 25.96 2878 27.73 26.71 26.31 25.83 26.05 23.58 2320 2270 2264 26.16 2172 2128 2137
8 Detroit-Ann 27.62 26.14 2505 2387 2441 2489 2464 2318 2176 2192 2301 25.03 2168 2112 2253

Arbor-Flint
9 Dallas-Fort Worth 27.50 26.20 2506 2547 2598 2218 25.52 23.64 2274 2311 2151 24.55 21.63 2231 20.25

10 Houston-Galveston 30.60 27.88 27.08 2592 26.22 20.66 2917 2596 2427 2411 2128 29.84 24.69 24.64 22.18

11 Atlanta 32.33 }D_ll 28.70 2943 3028 22.79 27.88 2568 2448 2530 2293 27.23 2529 25.28 25.35
12 Miami-Fort 2904 2898 2789 2726 2706 1657 2682 2386 2308 2309 2109 2509 2199 2344 2056
Lauderdale E i
13 Seattle 2953 2727 2629 2495 2440 2405 2607 2486 2294 2256 2152 2530 2196 2102 2023
14 Phoenix 2670 2494 2446 2402 2371 1416 2500 2278 2150 2115 2130 2394 2053 1958 1850
15 Minneapolis- 2545 2282 2216 2090 2070 2072 2259 2174 1989 1937 1952 2231 194 1920 1901
St. Paul i N ; X
16 Cleveland 2351 2398 23.17 2271 2237 2324 2275 2302 2084 2115 2121 2383 22330 2117 2162
17 San Diego 2576 2562 2448 2371 2282 2129 2434 2243 2139 2084 1944 2159 1979 1947 1862
18 St Louis 27.04 2535 2422 2376 2404 2324 2580 2356 2197 2137 2167 2769 2260 2158 2180
19 Denver 2597 0512 2426 2373 2359 2179 2460 2239 2107 2097 1993 2439 2092 1970 1953
20 Tampa-St. 2795 2556 2421 2321 2244 1922 2426 2143 2002 1969 1923 2269 1961 1906 18832
Petersburg _ ‘ 3
21 Pittsburgh 3548 2502 2573 2438 2455 2375 2495 2508 42 2273 216 2605 2524] 2361 2212
22 Portland, OR 2336 2332 2291 2234 2248 2108 2156 2004 2020 2033 2009 2165 2009 199 1836
23 Cincinnati 2427 2342 2236 2240 2188 2051 2241 2219 2143 2110 2030 2286 22000 2098 1970
24 Sacramento 2721 2551 2347 2270 2213 1999 2463 2199 2155 2001 1800 2146 1988 1772 1621
25 Kansas City 275 2112 2080 2081 2147 2075 2149 2L18 2054 2050 1993 2162 2025 2000 1914
26 Milwaukee 2179 205302026 2001020962226 | 1949 20611921 194 2003 2059 1833 1832 1933
27 Orando 2605 2582 2489 2493 2237 2557 | 2437 2256 2149 2052 1975 2146 2047 1923 1944
28 Indisnapolis 301 2287 2267 2195 2238 2128 2194 2068 2048 203¢ 2055 2138 2047 1942 1959
29 San Antonio 2512 2306 23100 2345 2337 2193 2367 2068 2138 2222 2181 2106 2017  ZLOL. 2123
30 Columbus, OH 2359 2177 2150 2104 2041 2067 2162 2089 1991 1994 1914 ZLI8 1977 1969 1859
31 Chadote 2613 2503 2423 2324 2286 1983 2424 2180 1986 1921 1789 2336 2011 1865 1730
32 Mew Orleans W65 2277 26400 2442535 2364 2786 474 2335 2362 2243 2672 91 2481 1452
33 Salt Lake City 2378 2207 2127 2019 1992 1910 2193 2045 1939 1850 1800 2216 1989 1861 17.031
34 Greensboro- 2243 2044 205 2030 1836 1700 1907 1742 17.23 1657 1495 1962 1727 1642 1427
Winston-Salem
35 Austin 26.33 23.30 2196 21.22 2013 1358 23.85 20.20 1839 17.15 17.03 21.62 17.23 15.69 16.65
36 Nashville 25.39 24463,‘ 23.47 2104 2060 1830 22.34 iZl-ﬁ]; 2054 19.89 1853 2445 2113 18.66 20.41
37 Raleigh-Durham 2620 2154 20.88 2062 2141 1670 2073 1840 1740 1736 1740 2002 1752 1679 1730
38 Buffalo 21.87 21.65 2049 19.79 19.37 13.74: 21.33 ].9.43j 1942 1810 1857 21.62 19.03 19.08 18.54
39 Memphis 24.84 22.24  22.74 23.54 2330 1945 23.43 21.21 2106 2149 20.08_ 23.17 2149 2173 '2[.53‘
40 West Palm Beach 2588 2526 2327 2270 2330 21100 2243 2013 1873 1863 20.08 2197 1825 1667 1922
41 Jacksonville, FL. 27.88 25.82 24.72 ‘25.3“ 24.60 2322 24.76 _ZZ.SI] 21.41 2]1]4_ 19.90 24.08 2148 21.90 19.00
£ Grand Rapids 1866 1931 1886 1876 1918 1536 1761 1756 1723 1643 1621 1712 16261 1512 1529
43 Oklahoma City 2158 098 |1981 1969 1972 1887 2204 2031 1877 1852 1744 217 1920 1905 730
44 Louisville 2419 2183 2157 2139 2087 2007 2067 2111 2L01 2020 1954 2365 22561 2146 1959
45 Richmand 407 2344 2302 2272 2304 2077 2331 2130 2081 2006 1886 2536 2108 2098 2077
46 Greemville- 2232 2039 2007 2008 2001 1880 1862 1736 1758 1652 1642 1869 1767 1677 17.27

Spartanburg, SC | . . . 8
47 DayonSpringficld 1948 2046 2045 2036 2071 I9.96 1894 1960 1943 1512 1855 2022 1954 1881 17.11

48 Fresno, CA MSA 22,09 21.79 20.84 22.21 21.82 19.41 2044 1855 18.60 18.55 (17.05 20.54 18.06 17.34 18.89 |
49 Birmingham 26.06 23.87 23.81 23.34 23.33 |19.99 23.55 2199 21.52 21.14 [19.79 26.52 2206 2204 2078
50 Tueson 2526 2279 2211 2050 1518 17.58 23.23 2106 20.28 1993 1629 2321 19.45 1803  17.80

Notes: Bold italics for a priori contrast tests indicates no significant difference between newly built areas and all older neighbourhoeds at the 0.05
level. Grey shading indicates areas not significantly different from newly built areas at the 0.05 level, based on post hoc contrasts Scheffe.

Table 1. Mean travel times

Commuting times of recently built areas were also contrasted with those of each previous
housing boom with the ANOVA post hoc contrast Scheffe test. This test compares each group
against the others to find out which group differs from the others (Rogerson, 2010). In this case,



newly built areas were treated as a contrast and tested against each of the older periods. In only
two cities were commuting times in older areas both significantly different and greater than
commuting times in recently built areas. Larger cities are again clearly more likely to show
significant differences between newly built areas and others.

If urban growth is taking place in a manner similar to Adams’ growth waves, then the high
commuting times of newly built areas should be clustered in contiguous areas. Spatial
autocorrelation tests using the Moran’s | measure were therefore carried out using GeoDa
software (Anselin et al., 2006). This shows whether block groups with longer average commutes
are adjacent to block groups with longer average commutes, and shorter commutes next to
shorter commutes. Commuting times were indeed significantly clustered in every city for each
year. The degree of clustering has decreased since 1980 for all but four cities, but did increase
for 18 cities between 1990 and 2000 (in every case, the results were significant at the p = 0.05
level). The spatial growth of the majority of cities appears to have spread recent growth over a
larger number of block groups, leading to a lessened concentration of high commuting times.

The Commuting Transition and Neighbourhood Change

A range of housing, household and commuting statistics was examined for four selected cities:
Minneapolis, Portland, Atlanta and Phoenix (Table 2 and Figures 2 -5). These four cities were
selected to provide regional contrasts and connections to the larger literature on building cycles,
urban growth and commuting. Phoenix represents a fast-growing city in the dry sunbelt, where
urban growth has been limited by the availability of centralised water supply systems, while
Atlanta represents the wet sunbelt, where urban growth is not constrained by infrastructural
limits and sprawl is much greater (Lang, 2003). Portland is well known for its urban growth
boundary and efforts to increase urban density (Weber, 2003), while Minneapolis represents
Midwestern cities and was the site of Adams’ work on urban growth waves.



Table 2. Detailed statistics for Minneapolis, Portlan, Atlanta and Phoenix
Meteo Variable 2000 census 1990 census 1990 census
e Newly Older neighbourhoods Newly Older neighborrhoods Older Neighbourhoods
B it Dt Buill Bl e o bt D B Buile Built Built
(in 1990;) 1980s 19705 19605 19505 before (in 19505) 1970x 19605 1950s  bofore 1960 19505 before
19504 19505 19505
Atlanta N 257 a3 B8 4 10 74 B 345 28 174 127 eed 0
Mean commuting time 3233 3041 2870 943 3028 1279 278 2568 2448 2530 22193 2723 2529 2528 2533
Population density SIL48 102038 107212 140239 1505.37 182356 59401  SO217 117322 156380 186538 387.72 89430 158825 243775
Housing density 40693 41396 55692 67060 B4 26929 37425 51762 72035 907.00 1442 34488 69003 108613
Houschold density 405.46 39375 SIA64 60054 75542 24011 33058 46321 62483 74503 13494 32486 63598 97536
Employment density 56095 53492 55284 639K 92027 35618 4R109 53295 68775 BAZT7 20021 42438 66209 90173
Percentage carpooling 1251 1547 1794 1601 10440 1195 M28L0 1474 1641 13790 2022 1897 1671
Percentage drive alone 7975 T4 6248 6065 6480 8337 BLOS 7601 071 6602 T 7001 5862 4720
Percentage bus 202 533 1222 1588 983 059 45 343 60B 623 215 758 1945 2623
Percentage bike ™ T 029 050 004 07 008 | 025
Percentage walk 295 545 074 136 275 376 e 14 32 a7
Percentage work in central city 4346 5341 022 029 044 057 320 a0 S8 6731
Average cars por houschold L2 L0 206 197 L6l 1M 202 W L% Lod
Percentage White 3839 SLE3 8708 7263 Shad 3e7s 9365 7HI} S5I3 5000
Percentage Black 5933 35231036 2404 4346 5813 534 2576 4355 4853
Percentage Hispanic S s 253 Boa 099 112 L& 139
Percentage Asian 343 137 183 179 248 Lze Las
Percentage of houscholds with 4296 2445 1970 3738 3058 2003 145 5402 sz 3398 2795
children
Average houschold income 77459 avsoz GRSl sassx  BIBESH a1sas 33050 32375 2eedl 22622 18236
Percentage of housing owner-  78.03 4993 4905 O6B6B 6228 5284 4903 4039 788 6201 5085
occupie
I'Er‘nrnliy of housing single- 8200 069 6612 7015 6224 7059 A 59.54  61.B8 5384 7662 6103 5395 4673
family hame
Average housing value 137735 120436 96175 75669 B dsess  A7T9AL | 36T 0S$S 29142 39361 21463 19084
Percentage with 4 ormore 2258 23731 [9.60 5 906 1032 2407 2623 1597 969 1074 1515 949
bedrooms
Percentage built within 10 years 57.34 107 647 445 423 6866 2756 1057 472 403 6957 3031 1043 430
Percentage moved within 10 7622 73.29 ] 6819 6450 6265 6722 7704 6309 5430 51l 5380 4915 2705 1696 1125
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Table 2. Detailed statistics for Minneapolis, Portland, Atlanta and Phoenix
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Figure 2. Commuting, housing, and social characteristics by housing boom: Phoenix.
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Figure 3. Commuting, housing, and social characteristics by housing boom: Atlanta.
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Figure 4. Commuting, housing, and social characteristics by housing boom: Portland.
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Figure 5. Commuting, housing, and social characteristics by housing boom: Minneapolis.

The ANOVA post hoc contrasts Scheffe test confirms that most characteristics in these four
MSAs show the same pattern as for commuting time, with significantly different and higher
values in newly built areas than that of each previous housing boom period. In many of the cases
where the variables are not significantly different between boom periods, their magnitudes are
everywhere low (as is often the case with the percentage walking or bicycling to work, or
percentage Hispanic or Asian). Similarly, a priori contrast tests show almost all variables in the
tables are significantly different between newly built housing and all other previously built areas.

The commuting transition can be seen in mode choice as well as travel time. Only in Portland
does the percentage driving alone to work not consistently vary between newer and older areas
(and here the only exception is in 2000, when percentages between newly built and 1980s areas
did not vary). Other modes show an inverse pattern, with lower values in newer areas (although
the results are often not significantly different due to the low percentages of walkers or cyclists
to be found everywhere in each of these cities). In most cases the lowest values of public
transport use are found in newly built areas, and highest in older areas, which is to be expected.

In each city but Phoenix, recently developed areas have lower densities than areas developed in
previous decades. For the 2000 census, older areas in Phoenix show the lowest densities
(although not significantly different from the 1990s), with the highest densities concentrated in
areas built in the 1970s or 1980s. Atkinson-Palombo (2010) found that infill development was
particularly important in some areas between 1990 and 2005. While this complicates the
expectation of a ‘growth wave’ sweeping outwards, it is consistent with the commuting
transition. Densities are likely to increase in outer areas of the city due to this infill development
on vacant land and as multifamily housing is constructed along new freeways. Others have found
that housing and population density are more likely to increase over time in newer development
areas in rapidly growing cities due to higher land values produced both by demand and
landowners’ speculation for future growth (Ottensmann, 1977).

Portland has been widely studied for its urban growth boundary and plans calling for higher
densities, and its commuting transition is clearly distinct from other western cities. While
Portland actually has the lowest population density within the western US, it does show
generally increasing densities over time, although this is also found in other cities. Similar
density increases can be seen in Phoenix, and even greater ones exist in Miami, although neither
city has a formal growth boundary

The percentage working in the central city is generally lower in newer areas. Typically 60-70 per
cent of workers in the oldest areas work in the central city, declining to around 20-30 per cent in
newer areas, possibly followed by a further decrease in rural areas. An interesting finding is that
the percentage working in the central city among those living in older areas has generally



decreased over time, while it has increased in newer areas. The commuting differences between
newer and older areas therefore diminish over time.

Aside from a slightly higher average household income in the oldest areas compared with the
1950s in Atlanta and Portland, the trend is for newer areas to have higher household incomes.
Housing values generally show the same pattern, with newer areas having higher values. The
exceptions are again Atlanta and Portland, where the oldest areas have higher values than the
1950s boom construction. While it has been suggested that sprawl helps to create affordable
housing (Kahn, 2001), this does not appear to be the case, except to the extent that residents
moving to newly built areas may open up housing in less expensive neighbourhoods. However,
while newly built areas have lower densities that have been associated with higher first-time
homeownership rates (Dawkins, 2009), they do not show the low costs also associated with these
rates.

The percentage of housing that is in the form of single-family homes is a variable that often does
not show significant differences between housing booms. Newly built areas do tend to have a
higher percentage of housing with four or more bedrooms, and this usually represents a
significant increase over rural areas, as seen clearly in Phoenix. Research has shown that families
with children prefer newer and larger detached homes in the urban fringe for consumption of
land (Vesterby and Heimlich, 1991) and this pattern is apparent in these four cities.

In Atlanta and Minneapolis, the White population makes up the greatest share of the population
in newly built areas, with the Black population comprising the greatest percentages in areas built
before 1960. While the pattern in Phoenix and Portland is similar, these show a lack of
significant differences between White and Black populations, although in both cities this is likely
to be due to the low percentages of Black people in these cities. Minneapolis and Phoenix both
show significantly different Hispanic populations among building booms, although for
Minneapolis these values are all quite small, while in Phoenix they are all quite high. Portland
and Atlanta are more similar in having smaller but growing Hispanic populations concentrated in
neighbourhoods first developed in the 1970s. As Phoenix has always had a significant Hispanic
population, Atlanta and Portland have a growing Hispanic presence and Minneapolis is located
in an area of the country where the Hispanic population was not yet large as of 2000, the
Hispanic patterns observed within cities appear to be dependent on a larger demographic
transition taking place at the national level.

Discussion and Conclusions

A commuting transition clearly exists within American metropolitan areas, in which areas of
recent housing growth will have higher commuting times than older areas. Over the past several
decades, newly built areas display a variety of distinct housing and commuting characteristics
and these characteristics are moderated over time as the neighbourhoods age. Extreme values can
be expected of newly developed areas, but this is part of a transition from rural to more mature



urban forms. Suburban areas are not growing at ever lower densities, as is sometimes alleged by
sprawl opponents (Breugmann, 2005); rather, it appears that older and newer areas are
converging.

Focusing on building cycles avoids the pejorative sprawl label and reconceptualises this sort of
low density, auto-dependent urban form as a normal part of the growth process. Sprawl can be
seen as a temporal process and one that is likely to be short lived. This does not deny that there
can be substantial environmental and social costs from this growth process (Kahn,

2000; Carruthers and Ulfarsson, 2003) or that there are long-term trends that may exacerbate
these costs (such as increased household travel expenses). It does, however, show that a low
density sprawl-like growth pattern is part of a continuum of urban growth and cannot be
arbitrarily separated from ‘good’ urban forms inward from the growth fringe. Identifying which
areas are most likely to experience longer commutes is an important ability, as is the ability to
explain the magnitude of these increased commutes. Future work will focus on this as well as
explaining commuting time variations at the block group level and examining whether newly
developed areas with higher commuting times are spatially clustered on the periphery or are
dispersed in a less predictable fashion.

This approach does have a number of practical and theoretical limitations. It relies on aggregate
commuting data, and so cannot distinguish travel times by workers using different transport
modes or identify whether the range of commuting times in particular areas is increasing or
decreasing as those neighbourhoods mature. It is also unable to distinguish between men and
women’s commuting experiences. A large body of work has been critical of automobile-oriented
suburbs due to travel burdens and mobility limitations on women (Markovich and Hendler,
2006). However, as feminist approaches have highlighted increased density, land use diversity
and public transit provision as being more conducive to the needs of women, the higher travel
times and automobile dependency of newer areas in the commuting transition should be followed
by improved conditions. Future work that specifically examines the differing mobilities of men
and women would be helpful.

The census data used here can also cannot distinguish the commuting experiences of different
racial or ethnic groups except that it can be assumed that, as areas age and become denser, they
will also become more diverse. There are reasons to assume that cultural preferences for
landscapes will vary by racial or ethnic groups (Krugman, 2001). Some research (for

example, Pamuk, 2004) suggests that new immigrants groups will cluster together according to
their affordability level and that immigrants from Asia or Latin America are more likely to prefer
developed and managed environments (Buijs et al., 2009), which in turn implies that they are
more likely to choose residences in urban settings. Consistent with these housing choices,
research on immigrants’ travel behaviour suggest that newly arrived immigrants are more likely
to use public transport (due to lack of auto ownership), but after living several years in the US
their travel behaviour becomes more similar to that of the native-born population (Myers,

1996; Blumenberg and Shiki, 2007). However, while many Asian immigrants are highly skilled



and end up living in newer areas, a recent study by Tal and Handy (2010) reported that
immigrants from Latin America have a higher level of auto ownership. This may explain their
concentration in areas of intermediate age while Asians often have highest percentages in newly
built areas.

We examined only work trips, but it is likely that many non-work trips may follow a similar
transition process, with shopping or recreational opportunities following residential
development, reducing travel times and increasing accessibility. The journey to work makes up
an increasingly small share of total daily urban travel, so a non-work travel transition could have
greater effects on urban travel than work trips. There is also the question of residential self-
selection, in which causality between particular neighbourhoods and long commute times cannot
be inferred (Handy et al., 2005; Sarzynski et al., 2006).

The metro areas that were excluded from the analysis were predominantly smaller MSAs,
although examination of patterns suggests that the commuting transition is apparent in these
places—but not necessarily as strongly or with the same statistical significance as in larger cities.
The reliance on block groups may partly account for this; smaller zones may produce stronger
results in smaller cities. Our results also do not apply to those places that were dropped from the
sample because they are either quite young and do not have sufficient older areas (such as
Sarasota, Florida) or are older cities that have not had much recent growth (such as Hartford,
Connecticut). Because housing booms were identified based on median age of housing in block
groups, it was possible that an area that saw early housing development in one decade followed
by extensive redevelopment several decades later could be erroneously assigned to an
intermediate period in which few houses were actually built. The possibility that block groups
have been incorrectly dated cannot be ruled out. However, without more detailed local area
construction data beyond that provided by the census, this potential for error cannot be
eliminated. This error may be more common in older cities where more housing stock existed by
1950; however, denser eastern and midwest cities where this may occur may be more likely
locations for new growth to take place on the periphery of the city, matching the pattern expected
from the commuting transition. Given that differences in the commuting transition are apparent
among US regions, it is unlikely that the commuting transition would apply to European cities,
although that remains to be examined.

The 2008 housing crisis has clearly interrupted the growth processes discussed here. In June
2010, housing sales reached the lowest point since 1963, while in 2008 residential mobility
reached the lowest level since 1962 (Roberts, 2009). This has revealed the extent to which
sprawl is a dynamic pattern. For example, newspaper accounts of boom and bust in Phoenix,
Arizona, make this explicit. The growth of the city has been based on a process of building
“affordable homes on the outskirts on the metro area’s edges, welcome waves of new buyers,
and then roads, schools and retail centres follow. Home buyers relied on that pattern” (Reagor,
2009). The logic of “drive until you qualify’ meant that newly developed areas were more
affordable, although they offered longer commutes.



Over 50 years ago, Borchert observed that a dynamic view of growth focuses attention on
dynamic geographic boundaries, in this case the boundaries of various sub-division-density
categories. These shifting zones are the places where contrasts are sharpest both in space and in
time; hence they may be the places for the most efficient study of processes, the search for
principles, and the testing of geographic explanations (Borchert, 1961, p. 70).

The commuting transition is an examination of these dynamic geographical boundaries, and has
found sharp contrasts consistent in space and time. While much recent literature continues to
focus on patterns, we argue that we would be better off by making use of the examples of earlier
literature that examined cities as dynamic processes, albeit with the important property that they
grow episodically, with each growth episode adding new growth and transforming areas
previously developed. This approach moves beyond the sprawl debate to focus on the
interrelationships between urban growth and commuting.
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