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## Chapter 1: Introduction

We present our results on two open problems in discrete mathematics, the Bunk Bed Conjecture and the Skolem Problem.

The 35 -year-old Bunk Bed Conjecture states that if two isomorphic networks, subject to identical but independent probabilistic connection disruption processes, have some pairs of sites identified, then the probability that two sites $x$ and $y$ in one network remain connected is at least as large as the probability that sites $x$ and $z$ remain connected where $z$ is the isomorphic copy of $y$ in the second network. We prove that it is sufficient for the connection disruption probabilities to be all taken to be $1 / 2$ in order to prove this conjecture in full generality. This reduces the problem to a counting problem over all possible sub-networks of the joint network.

To facilitate computer testing of this counting version of the Bunk Bed Conjecture, we found a novel algorithm for computing the ideal $f^{-1}(0)$ of a monotone Boolean function, $f: B_{n} \rightarrow\{0,1\}$ where $B_{n}=\{0,1\}^{n}$ is the Boolean lattice. Our algorithm has space complexity that is polynomial in $n$ as opposed to the exponential space complexity of the classical Hansel's algorithm for this problem. In addition, our algorithm is easily parallelizable, whereas Hansel's algorithm is not. This algorithm is also of independent interest in the problem of counting the number of simplices in an algorithmically defined abstract simplicial complex. We arrived at our results by the development of novel algorithms for scanning through all the elements of the Boolean lattice, following its so-called Christmas Tree Decomposition into symmetric chains.

The 85 -year-old Skolem Problem is to find a decision procedure to determine whether a rational linear recurrence ever has a zero term or to prove that this is undecidable, i.e. that no such decision procedure can exist. This problem can be reduced to the more general problem of deciding whether a rational linear recurrence is non-negative or not. We give a novel partial decision procedure for the non-negativity problem. While the procedure does not always terminate in all the cases where the recurrence is non-negative, we give wide-ranging conditions under which it is guaranteed to terminate.

We present our results on the Bunk Bed Conjecture in Chapter 2, our results on computing the ideals of monotone Boolean functions in Chapter 3, and our results
on the Skolem problem in Chapter 4. We conclude with some directions for future research in Chapter 5.

## Chapter 2: The Bunk Bed Conjecture

### 2.1 Introduction

A bunk bed graph consists of two isomorphic graphs, called the upper and lower bunks, and some additional edges, called posts; each post connects a vertex in the upper bunk with the corresponding isomorphic vertex in the lower bunk. We assign a probability to each edge with each edge in the upper bunk assigned the same probability as the corresponding isomorphic edge in the lower bunk. The probabilities on the posts are arbitrary. We then form a random spanning subgraph of the bunk bed graph by deleting each edge independently with its prescribed probability.

The Bunk Bed Conjecture states that in the random subgraph the probability that a vertex $x$ in the upper bunk is connected to some vertex $y$ in the upper bunk is greater than or equal to the probability that $x$ is connected to $z$, the isomorphic copy of $y$ in the lower bunk. We show that for each $p \in(0,1)$ the special case of the Bunk Bed Conjecture in which all edge probabilities are $p$ is equivalent to the full conjecture.

We now give the formal definitions of these concepts and the statements of these theorems.

Let $G$ be a graph and let $G_{0}$ and $G_{1}$ be two disjoint isomorphic copies of $G$. Fix graph isomorphisms from $G$ to $G_{0}$ and from $G$ to $G_{1}$. If $x \in V(G)$ and $e \in E(G)$, then for $i \in\{0,1\}$, let $x_{i}$ and $e_{i}$ be the isomorphic copies of $x$ and $e$ in $G_{i}$ with respect to those isomorphisms. Let $T$ be a subset of $V(G)$. The bunk bed graph $B=B B(G, T)$ is the graph consisting of $G_{0}$ and $G_{1}$ together with an edge $\left\{x_{0}, x_{1}\right\}$ for each $x \in T . G_{0}$ and $G_{1}$ are called the upper and lower bunks of $B$. We also define $E_{T}(B)=\left\{\left\{x_{0}, x_{1}\right\}: x \in T\right\}$ to be the set of posts of $B$.

The terms bunk and post are used because the following " 3 -dimensional drawing" of $B$ is meant to evoke a bunk bed. Identical drawings of $G_{0}$ and $G_{1}$ are placed in two horizontal planes with each vertex $x_{0}$ of $G_{0}$ positioned directly above the corresponding vertex $x_{1}$ of $G_{1}$. This drawing of $B$ looks a little like the drawing of a bunk bed with the upper bunk $G_{0}$ held above the lower bunk $G_{1}$ by the posts in $E_{T}(B)$. See Figures 2.1 and 2.2 below.


Figure 2.1. A graph $G$.


Figure 2.2. The graph $B=B B(G,\{v, w, x, y\})$.

Note that the vertices of the upper bunk of $B$ in Figure 2.2 are $v_{0}, w_{0}, x_{0}, y_{0}, z_{0}$ and those of the lower bunk are $v_{1}, w_{1}, x_{1}, y_{1}, z_{1}$.

An edge-probability function for a graph $G$ is a function $\mathbf{p}: E(G) \rightarrow[0,1]$. If $B=B B(G, T)$ is a bunk bed graph, we say that $\mathbf{p}: E(B) \rightarrow[0,1]$ is symmetric if for all edges $e \in E(G), \mathbf{p}\left(e_{0}\right)=\mathbf{p}\left(e_{1}\right)$. Note that even if $\mathbf{p}$ is symmetric, this implies no restriction on $\mathbf{p}(e)$ if $e \in E_{T}(B)$.

We define $G_{\mathbf{p}}$ to be the random spanning subgraph of $G$ that is obtained from $G$ by the following edge percolation process: for each edge $e \in E(G)$, independently delete $e$ with probability $1-\mathbf{p}(e)$. Thus $G_{\mathbf{p}}$ takes on values in

$$
\operatorname{span}(G)=\{H: H \text { is a spanning subgraph of } G\}
$$

If $p \in[0,1]$ we write $G_{p}$ to denote $G_{\mathbf{p}}$ where $\mathbf{p}(e)=p$ for all $e \in E(G)$.
If $x, y \in V(G)$, we write " $x \leftrightarrow y$ in $G_{\mathbf{p}}$ " for the event that $G_{\mathbf{p}}$ contains a path from $x$ to $y$.

We may now state the following conjecture.

Conjecture 2.1 (The Bunk Bed Conjecture).
Let $G$ be a graph, $T \subseteq V(G)$, and $B=B B(G, T)$. Let $\mathbf{p}: E(B) \rightarrow[0,1]$ be symmetric. Then, for all $x, y \in V(G)$, we have

$$
P\left(x_{0} \leftrightarrow y_{0} \text { in } B_{\mathbf{p}}\right) \geq P\left(x_{0} \leftrightarrow y_{1} \text { in } B_{\mathbf{p}}\right) .
$$

This conjecture and several special cases have been part of probability folklore since 1985 or earlier; see Section 1, note 5 of vdBK01 or Conjecture 2.1 of Lin11. Although Conjecture 2.1 is intuitively plausible and some special cases have been proved (it is true if $G$ is outerplanar $|\operatorname{Lin11}|$ ), no complete proof has been found.

We now state two special cases of Conjecture 2.1, each obtained by restricting to constant valued $\mathbf{p}$.

Conjecture 2.2 (The uniform version of the Bunk Bed Conjecture).
Fix $p \in(0,1)$. Let $G$ be a graph, $T \subseteq V(G)$, and $B=B B(G, T)$. Then for all $x, y \in V(G)$ we have

$$
P\left(x_{0} \leftrightarrow y_{0} \text { in } B_{p}\right) \geq P\left(x_{0} \leftrightarrow y_{1} \text { in } B_{p}\right) .
$$

If we take $p=1 / 2$ in Conjecture 2.2 we get:
Conjecture 2.3 (The counting version of the Bunk Bed Conjecture).
Let $G$ be a graph, $T \subseteq V(G)$, and $B=B B(G, T)$. Then for all $x, y \in V(G)$ the number of spanning subgraphs of $B$ in which $x_{0}$ and $y_{0}$ are connected is at least the number of spanning subgraphs in which $x_{0}$ and $y_{1}$ are connected.

If $G$ is a graph, an orientation of $G$ is an assignment of a direction to each edge of $G$. Let $\vec{G}$ be an orientation of $G$ chosen uniformly at random from all of the possible orientations of $G$. If $x, y \in V(G)$ we may then speak of events such as " $x \rightarrow y$ in $\vec{G}$ ", the event that there is a directed path from $x$ to $y$ in $\vec{G}$. The following theorem of McD80 and Kar90 is of interest.

Theorem 2.4. Let $G$ be a graph and $x, y \in V(G)$. Then for all $x, y \in V(G)$ we have

$$
P\left(x \leftrightarrow y \text { in } G_{1 / 2}\right)=P(x \rightarrow y \text { in } \vec{G}) .
$$

With this result in hand, the following conjecture is equivalent to Conjecture 2.3.
Conjecture 2.5 (The directed version of the Bunk Bed Conjecture).
Let $G$ be a graph, $T \subseteq V(G)$, and $B=B B(G, T)$. Then for all $x, y \in V(G)$ we have

$$
P\left(x_{0} \rightarrow y_{0} \text { in } \vec{B}\right) \geq P\left(x_{0} \rightarrow y_{1} \text { in } \vec{B}\right) .
$$

The main results of this chapter are the following theorem and its immediate corollary.

Theorem 2.6. If $p \in(0,1)$ is fixed and

$$
P\left(x_{0} \leftrightarrow y_{0} \text { in } B B(G, T)_{p}\right) \geq P\left(x_{0} \leftrightarrow y_{1} \text { in } B B(G, T)_{p}\right)
$$

for all graphs $G$, all subsets $T \subseteq V(G)$, and all vertices $x, y \in V(G)$, then Conjecture 2.1 is true.

Corollary 2.7. Conjectures 2.1, 2.2, 2.3, and 2.5 are all equivalent to one another.
We prove Theorem 2.6 by simulation: we create a sequence of new bunk bed graphs $B_{n}$ from $B$ by replacing the edges of $B$ with other graphs in such a way that

$$
P\left(u \leftrightarrow v \text { in }\left(B_{n}\right)_{p}\right) \rightarrow P\left(u \leftrightarrow v \text { in } B_{\mathbf{p}}\right) \text { as } n \rightarrow \infty,
$$

where the convergence is uniform over all choices of vertices $u, v$ that are original vertices of $B$.

We summarize this technique of simulation by edge-replacements in Lemmas 2.9 and 2.10 in Section 2.2. We then prove Theorem 2.6 in Section 2.3 .

Notes:
(i) Conjecture 2.2 is an often-mentioned variant of Conjecture 2.1, see Lin11 for example. The equivalence of the two apparently has never been noted in print. We believe the statement of Conjecture 2.5 is new. Linnusson uses Theorem 2.4 to formulate another conjecture related to Conjecture 2.8 below (Lin11).
(ii) In Conjecture 2.1, it is equivalent to assume that all posts in $B B(G, T)$ have probability 1 . This is because the posts $\left\{x_{0}, x_{1}\right\}$ of $B B(G, T)$ may be replaced by internally vertex disjoint paths $x_{0}, x_{0}^{\prime}, x_{1}^{\prime}, x_{1}$ where $x_{0}^{\prime}$ and $x_{1}^{\prime}$ are added vertices, $\left\{x_{0}^{\prime}, x_{1}^{\prime}\right\}$ is a new post of probability 1 and edges $\left\{x_{0}, x_{0}^{\prime}\right\}$ and $\left\{x_{1}^{\prime}, x_{1}\right\}$ of the new upper and lower bunks respectively are each given probability $\sqrt{p}$. This may also be seen by applying the law of total probability, conditioning on the outcomes of the random variable $E\left(B_{\mathbf{p}}\right) \cap E_{T}(B)$. In Conjectures 2.2 and 2.3 it is likewise equivalent to assume that posts are always present.
(iii) One may also define $B B_{i}(G, T)$, the bunk bed graph consisting of $G_{0}$ and $G_{1}$ with $x_{0}$ and $x_{1}$ identified for each $x \in T$ instead of connected by a post. Note that $B B_{i}(G, T)$ may be a multi-graph; an edge $e=\{x, y\} \subseteq T$ will become two distinct edges $e_{0}$ and $e_{1}$ in $B B_{i}(G, T)$. Since posts may assumed to be always present, the statements of Conjectures 2.1, 2.2, 2.3, and 2.5 with $B B(G, T)$ replaced by $B B_{i}(G, T)$ are also all equivalent to each other and Conjecture 2.1. In fact, Conjecture 2.1 is stated in this form in vdBK01.
(iv) The following special case of Conjecture 2.1 also appears in the literature: as Question 3.1 of Häg98, Conjecture 2.1 of Häg03], and Conjecture 1.1 of Lin11.
Conjecture 2.8. Fix $p \in(0,1)$. Let $G$ be a graph and $B=B B(G, V(G))$. Then, for all $x, y \in V(G)$, we have

$$
P\left(x_{0} \leftrightarrow y_{0} \text { in } B_{p}\right) \geq P\left(x_{0} \leftrightarrow y_{1} \text { in } B_{p}\right) .
$$

The case where $G=K_{n}$ and $p=1 / 2$ has recently been proven dB16. We have not been able to show that Conjecture 2.8 is equivalent to the Bunk Bed Conjecture. Perhaps it is not.

### 2.2 Simulation

We now formalize the process of simulation in Lemmas 2.9 and 2.10. For notational convenience we will denote $G_{\mathbf{p}}$ by $G(\mathbf{p})$ in the following exposition.

Let $G$ be a graph. For each $e \in E(G)$, let $\left(H_{e}, \mathbf{p}_{e}, x_{e}, y_{e}\right)$ be a 4 -tuple where $H_{e}$ is a graph, $\mathbf{p}_{e}: E\left(H_{e}\right) \rightarrow[0,1]$ is an edge-probability function on $H_{e}$, and $x_{e}$ and $y_{e}$ are distinct vertices of $H_{e}$. Let $G^{\prime}$ be the graph obtained from the vertex disjoint union $G^{\prime \prime}=V(G) \sqcup \bigsqcup_{e \in E(G)} H_{e}$ by successively identifying vertices $x$ and $x_{e}$ and $y$ and $y_{e}$ for each edge $e=\{x, y\} \in E(G)$. The vertex resulting from the identifications of $x \in V(G)$ with other vertices in $G^{\prime \prime}$ will also be called $x$ and we view $V(G)$ as a subset of $V\left(G^{\prime}\right)$. Likewise, each edge $f \in E\left(G^{\prime}\right)$ is viewed as belonging to the unique $H_{e}$ from which it arose in $G^{\prime}$. Let $\mathbf{p}^{\prime}: E\left(G^{\prime}\right) \rightarrow[0,1]$ be defined by setting $\mathbf{p}^{\prime}(f)=\mathbf{p}_{e}(f)$ if and only if $f \in E\left(H_{e}\right)$. Informally, $G^{\prime}$ is the graph obtained from $G$ by replacing each edge $e$ with $H_{e}$ and $\mathbf{p}^{\prime}$ is the edge-probability function on $G^{\prime}$ that restricts to $\mathbf{p}_{e}$ on $H_{e}$.

We define a map $\pi: \operatorname{span}\left(G^{\prime}\right) \rightarrow \operatorname{span}(G)$ as follows. If $H^{\prime} \in \operatorname{span}\left(G^{\prime}\right)$ then $H=\pi\left(H^{\prime}\right)$ is the spanning subgraph of $G$ that retains $e=\left\{x_{e}, y_{e}\right\} \in E(G)$ if and only if $x_{e} \leftrightarrow y_{e}$ in $H^{\prime} \cap H_{e}$. We define $\mathbf{q}: E(G) \rightarrow[0,1]$ by setting $\mathbf{q}(e)=$ $P\left(x_{e} \leftrightarrow y_{e}\right.$ in $\left.H_{e}\left(\mathbf{p}_{e}\right)\right)$ for $e \in E(G)$.

Lemma 2.9. The following statements hold.

1. If $H \in \operatorname{span}(G)$, then $P(G(\mathbf{q})=H)=P\left(G^{\prime}\left(\mathbf{p}^{\prime}\right) \in \pi^{-1}(H)\right)$.
2. If $H^{\prime} \in \operatorname{span}\left(G^{\prime}\right)$ and $H=\pi\left(H^{\prime}\right)$, then, for all $x, y \in V(G), x \leftrightarrow y$ in $H^{\prime}$ if and only if $x \leftrightarrow y$ in $H$.
3. For all $x, y \in V(G), P(x \leftrightarrow y$ in $G(\mathbf{q}))=P\left(x \leftrightarrow y\right.$ in $\left.G^{\prime}\left(\mathbf{p}^{\prime}\right)\right)$.

We omit the proof of Lemma 2.9; the details are straightforward but tedious to verify.

Lemma 2.10. Let $G$ be a graph. For all $\epsilon>0$ there is a $\gamma>0$ such that for all $\mathbf{p}, \mathbf{q}: E(G) \rightarrow[0,1]$, if $|\mathbf{p}(e)-\mathbf{q}(e)|<\gamma$ for all $e \in E(G)$ then

$$
\left|P\left(G_{\mathbf{p}} \in A\right)-P\left(G_{\mathbf{q}} \in A\right)\right|<\epsilon
$$

for all $A \subseteq \operatorname{span}(G)$.

Proof. For each $A \subseteq \operatorname{span}(G), f_{A}(\mathbf{p})=P\left(G_{\mathbf{p}} \in A\right)$ is a polynomial in the variables $\mathbf{p}(e)$. Thus $f_{A}$ is continuous and even uniformly continuous for $\mathbf{p}$ in the compact set $[0,1]^{E(G)}$. Since $G$ is finite, there are only finitely many $A \subseteq \operatorname{span}(G)$, so given $\epsilon>0$ we can find a bound $\gamma>0$ that will apply uniformly to all $f_{A}$.

### 2.3 Proof of the Main Theorem

We use the following class of 4 -tuples as replacements in our proof of Theorem 2.6. For integers $j, k \geq 1$ and $p \in(0,1)$ we define $F_{j, k}(p)=\left(H_{j, k}, \mathbf{p}, h_{0}, h_{k}\right)$ where $H_{j, k}$ is the graph consisting of vertices $h_{0}$ and $h_{k}$ and $j$ internally vertex disjoint paths from $h_{0}$ to $h_{k}$, each of length $k$, and where $\mathbf{p}(e)=p$ for all $e \in E\left(H_{j, k}\right)$. Theorem 2.6 is an immediate consequence of Lemma 2.11, listed below.

Lemma 2.11. Let $G$ be a graph, $T \subseteq V(G)$, and $B=B B(G, T)$. Let $\mathbf{p}: E(B) \rightarrow$ $[0,1]$ be symmetric. Let $p \in(0,1)$ and $\epsilon>0$. Then there is another bunk bed graph $B^{\prime}=B B\left(G^{\prime}, T^{\prime}\right)$ with $V(G) \subseteq V\left(G^{\prime}\right)$ and $T^{\prime} \subseteq V\left(G^{\prime}\right)$, such that for all $x, y \in V(G)$ and $i, j \in\{0,1\}$,

$$
\begin{equation*}
\mid P\left(x_{i} \leftrightarrow y_{j} \text { in } B_{\mathbf{p}}\right)-P\left(x_{i} \leftrightarrow y_{j} \text { in } B_{p}^{\prime}\right) \mid<\epsilon . \tag{2.1}
\end{equation*}
$$

Proof. Fix $p \in(0,1)$ and $\epsilon>0$. Let $G$ be a graph, $T \subseteq V(G)$, and $B=B B(G, T)$. Let $\mathbf{p}: E(B) \rightarrow[0,1]$ be symmetric. We construct $B^{\prime}$ as follows.

For each edge $e \in E(G)$, we pick $j=j_{e} \geq 1$ and $k=k_{e} \geq 1$, and replace $e_{0} \in E(B)$ by a copy of $F_{j, k}(p)$ in the upper bunk of $B^{\prime}$ and $e_{1} \in E(B)$ by another copy of $F_{j, k}(p)$ in the lower bunk of $B^{\prime}$. For each edge $e=\left\{x_{0}, x_{1}\right\} \in E(B)$ with $x \in T$ we pick $j=j_{e} \geq 1$ and $k=k_{e} \geq 1$ and replace $e$ by $F_{j, 2 k+1}(p)$. This action adds $j x_{0}-x_{1}$ paths to $B$, each of length $2 k+1$. For each such path $P=\left(x_{0}, h_{1}, \ldots, h_{k}, h_{k+1}, \ldots, h_{2 k}, x_{1}\right)$, we view the sub-path $x_{0} P h_{k}$ as belonging to the upper bunk of $B^{\prime}, h_{k+1} P x_{1}$ as belonging to the lower bunk of $B^{\prime}$, and the edge $\left\{h_{k}, h_{k+1}\right\}$ as being a post of $B^{\prime}$. These new posts are the post edges of $B^{\prime}$. See Figure 2.3 .

Let $\mathbf{p}^{\prime}: E\left(B^{\prime}\right) \rightarrow[0,1]$ and $\mathbf{q}: E(B) \rightarrow[0,1]$ be as in Lemma 2.9. Note that $\mathbf{p}^{\prime}(e)=p$ for all $e \in E\left(B^{\prime}\right)$. Note that $\mathbf{q}$ is symmetric. By Lemma 2.10, we can pick $\gamma>0$ so that if

$$
\begin{equation*}
|\mathbf{q}(e)-\mathbf{p}(e)|<\gamma \text { for all } e \in E(B) \tag{2.2}
\end{equation*}
$$

then (2.1) will hold. It is not hard to show that we can pick $j_{e}$ and $k_{e}$ so that (2.2) will hold. We can take each $k_{e}$ to be odd and then each post edge $e$ has $q(e)=1-\left(1-p^{2 k+1}\right)^{j}$ for some $j, k \geq 1$. These numbers are dense in $[0,1]$.


Figure 2.3. Post $\left\{x_{0}, x_{1}\right\}$ in $B$ is replaced by $F_{6,7}$ and 6 posts in $B^{\prime}$.

Proof. (of Theorem 2.6) Let $G, T, B$, and $\mathbf{p}$ be as in the statement of Conjecture 2.1 . Fix $p \in(0,1)$. If we had

$$
\delta=P\left(x_{0} \leftrightarrow y_{1} \text { in } B_{\mathbf{p}}\right)-P\left(x_{0} \leftrightarrow y_{0} \text { in } B_{\mathbf{p}}\right)>0
$$

for some $x, y \in V(G)$, then by applying Lemma 2.11 with $\epsilon=\delta / 3$, we would have

$$
\left.P\left(x_{0} \leftrightarrow y_{1} \text { in } B_{p}^{\prime}\right)-P\left(x_{0} \leftrightarrow y_{0} \text { in } B_{p}^{\prime}\right)\right)>\delta / 3>0,
$$

contradicting the assumption of the theorem.

# Chapter 3: Monotone Boolean Function Testing 

### 3.1 Introduction

If $S$ is a set, let $\mathcal{P}(S)=\{A \mid A \subseteq S\}$ be its power set. A Boolean function on $S$ is any function of the form $f: \mathcal{P}(S) \rightarrow\{0,1\}$ for some set $S$. A Boolean function is monotone if for all subsets $A$ and $B$ of $S, A \subseteq B$ implies $f(A) \leq f(B)$.

In this chapter, we describe our new algorithms for computing the ideal $I(f)$ of a given monotone Boolean function, $f: \mathcal{P}(S) \rightarrow\{0,1\}$, namely $I(f)=f^{-1}(0)=\{A \subseteq$ $S: f(A)=0\}$. By calculating the ideal $I(f)$, we mean listing all of its members. Variants of this problem include listing all the maximal elements of $I(f)$ or just computing its size, $|I(f)|$. Our algorithms can handle these variants as well.

Note that if $f$ is monotone and $B \in I(f)$, i.e. $f(B)=0$, then for all $A \subseteq B$, $f(A)=0$ and $A \in I(f)$ as well. Thus $I(f)$ is closed under taking subsets and so is, by definition, an abstract simplicial complex. Thus our algorithms can list all the members of, or list all the maximal elements of, or calculate the size of any simplicial complex defined by a monotone Boolean function.

This problem originated from attempts to computationally test Conjecture 2.3. Let $G=(V, E)$ be a graph with vertex set $V$ and edge set $E$. Let $x$ and $y$ be vertices of $G$. Define the Boolean function $f_{x y}: \mathcal{P}(E) \rightarrow\{0,1\}$ such that for all subsets $F$ of the edge set $E$ we have $f_{x y}(F)=1$ if and only if vertices $x$ and $y$ are connected in $(V, F)$. It is easy to see that $f_{x y}$ is monotone. This is because if a connection event holds true in $(V, F)$ it must hold true in $\left(V, F^{\prime}\right)$ for all $F^{\prime} \supseteq F$; adding more edges cannot destroy connectivity. Conjecture 2.3 is thus about the number of subgraphs $(V, F)$ of $G$ for which $f_{x y}(F)=1$, i.e. about the number $\left|f_{x y}^{-1}(1)\right|=2^{|E|}-\left|f_{x y}^{-1}(0)\right|$. Conjecture 2.3 asserts $\left|f_{x_{0} y_{0}}^{-1}(1)\right| \geq\left|f_{x_{0} y_{1}}^{-1}(1)\right|$ for all $x, y$. As noted, we used our algorithms to test various cases of Conjecture 2.3.

Our algorithm for computing $I(f)$ compares very favorably with the existing algorithm due to Hansel Han66], both in memory requirements and in parallelization. We focus on the number of computations of $f(A)$ for particular subsets $A$ of $S$ that
these algorithms need to perform as, in typical examples, such calculations are the ones that are most expensive to carry out. When given a monotone Boolean function $f$ on an $n$-element set $S$, Hansel's algorithm requires memory space (i.e. number of memory locations) on the order of $2^{n} / \sqrt{n}$ and may need to evaluate $f$ on the order of $2^{n} / \sqrt{n}$ subsets of $S$. In contrast, our algorithm requires space on the order of $n^{2}$ at the expense of only a logarithmic factor more function evaluations, on the order of $2^{n} \log (n) / \sqrt{n}$. The number of computations of $f$ needed by any algorithm to list the elements of $I(f)$ can be on the order of $2^{n} / \sqrt{n}$ so all of these algorithms are optimal or nearly optimal in this sense.

The novel algorithm has the potential to finish computations even faster in some cases where "tree trimming" is possible, but this is dependent on the given monotone function. See Chapter 5 for a discussion of this.

In addition, our algorithm can be run in parallel whereas Hansel's algorithm cannot. If one has $N$ processors available, the run time of the parallel version of our algorithm is on the order of $(1 / N) 2^{n} \log (n) / \sqrt{n}$ computations of $f$. With modern parallel clusters containing thousands of parallel processors, this yields a significant speed up. Note that as $n$ increases, both algorithms will quickly become impossible to run due to time requirements that are exponential in $n$. But on a parallel cluster, our algorithm will be able to complete the analysis of many more small cases of $n$ than Hansel's will be able to without running into space constraints. That significantly extends the limits of computational exploration of conjectures on monotone Boolean functions, including Conjecture 2.3 .

The basis of our improved algorithm is our other new algorithm for producing the so-called Christmas Tree Decomposition of $\mathcal{P}(S)$ into symmetric chains. This will be explained in Section 3.5.

This chapter is organized as follows. In Section 3.2, we introduce Boolean functions and the main problems on Boolean functions that we will consider. In Sections 3.3 and 3.4 we will introduce some standard notation and the concept of symmetric chain decompositions. In Sections 3.5 and 3.6 we will introduce the Christmas Tree symmetric chain decomposition and give our new algorithms for computing it. We will use these algorithms to give algorithms for the main problems in Section 3.7 . We analyze the performance of all of these algorithms in Section 3.8. We close with Section 3.9, where we will discuss how we used these algorithms to test various cases of the Bunk Bed Conjecture.

### 3.2 Boolean Functions and The Main Problems

If $S$ is a set, let $\mathcal{P}(S)=\{A \mid A \subseteq S\}$ be its power set. A Boolean function on a finite set $S$ is any function of the form $f: \mathcal{P}(S) \rightarrow\{0,1\}$ for some set $S$. A Boolean function is monotone if for all subsets $A$ and $B$ of $S, A \subseteq B$ implies $f(A) \leq f(B)$.

If $f: \mathcal{P}(S) \rightarrow\{0,1\}$ is a monotone Boolean function, the ideal of $f$ is the set $I(f)=f^{-1}(0)=\{A \subseteq S: f(A)=0\}$. More generally, $I$ is an ideal of subsets of a set $S$ if whenever $B \in I$ and $A \subseteq B$ then $A \in I$, i.e. $I$ is "closed under taking subsets." An abstract simplicial complex is defined to be a non-empty ideal of finite sets.

The filter of $f$ is defined to be the set $F(f)=f^{-1}(1)=\mathcal{P}(\mathcal{S}) \backslash I(f)=\{A \subseteq S$ : $f(A)=1\}$. More generally, $F$ is a filter of subsets of a set $S$ if $A \in F$ and $A \subseteq B \subseteq S$ implies $B \in F$, i.e. $F$ is "closed under taking supersets."

Suppose we are given an algorithm to compute a particular monotone Boolean function $f: \mathcal{P}(S) \rightarrow\{0,1\}$. We consider the following related problems.

Problem 3.1. List the elements of $I(f)=f^{-1}(0)=\{A \subseteq S: f(A)=0\}$.
Problem 3.2. List the maximal elements of $I(f)$, i.e. the elements that are maximal with respect to inclusion.

Problem 3.3. Compute $|I(f)|$.
Problem 3.4. List the elements of $F(f)=f^{-1}(1)=\{A \subseteq S: f(A)=1\}$.
Problem 3.5. List the minimal elements of $F(f)$, i.e. the elements that are minimal with respect to inclusion.

Problem 3.6. Compute $|F(f)|$.
We next discuss some interesting classes of monotone Boolean functions $f$ and their ideals and filters. In particular, we consider those arising from computationally defined abstract simplicial complexes and those that arise from monotone graph properties. This will demonstrate that Problems 3.1-3.6 are natural questions in those contexts.

We will first need the following theorem on how monotone Boolean functions give rise to abstract simplicial complexes and filters and vice versa.

Lemma 3.7. We have the following statements.

1. Suppose $S$ is a finite set and $f: \mathcal{P}(S) \rightarrow\{0,1\}$ is a monotone Boolean function with $f\left(A_{0}\right)=0$ for some $A_{0} \subseteq S$. Then $I(f)$ is an abstract simplicial complex of subsets of $S$.
2. Suppose $\Delta$ is an abstract simplicial complex of subsets of a finite set $S$. Suppose also that $f: \mathcal{P}(S) \rightarrow\{0,1\}$ is defined by setting $f(A)=0$ for all $A \in \Delta$ and $f(A)=1$ for all $A \notin \Delta$. Then $f$ is a monotone Boolean function with $f\left(A_{0}\right)=0$ for some $A_{0} \subseteq S$. Also $I(f)=\Delta$.
3. Suppose $S$ is a finite set and $f: \mathcal{P}(S) \rightarrow\{0,1\}$ is a monotone Boolean function. Then $F(f)$ is a filter of subsets of $S$.
4. Suppose $F$ is a filter of subsets of a finite set $S$. Suppose also that $f: \mathcal{P}(S) \rightarrow$ $\{0,1\}$ is defined by setting $f(A)=0$ for all $A \notin F$ and $f(A)=1$ for all $A \in F$. Then $f$ is a monotone Boolean function. Also $F(f)=F$.

Proof. Proof of statement 1. We have that $I(f)$ is not empty. The set $A_{0}$ is in $I(f)$ since $f\left(A_{0}\right)=0$. Suppose now that $A \subseteq B \in I(f)$. Since $f$ is monotone, we have $0 \leq f(A) \leq f(B)=0$ and $f(A)=0$ as well. So $A \in I(f)$ and $I(f)$ is closed under taking subsets. Thus $I(f)$ satisfies all the requirements to be an abstract simplicial complex.

Proof of statement 2. By definition, $I(f)=\Delta$. Since $\Delta$ is not empty, it contains some set $A_{0}$. We have $f\left(A_{0}\right)=0$. The function $f$ must be monotone. If it were not, we would have $A \subseteq B \subseteq S$ such that $f(A) \not \leq f(B)$. Then $f(A)=1$ and $f(B)=0$ and we have $A \subseteq B \in \Delta$ with $A \notin \Delta$. This contradicts the assumption that $\Delta$ is a simplicial complex. We have proved that $f$ satisfies all the stated conditions.

Proof of statement 3. Suppose $A \in F(f)$ and $A \subseteq B \subseteq S$. Since $f$ is monotone, we have $1=f(A) \leq f(B) \leq 1$. Thus $f(B)=1$ and $B \in F(f)$ as well. Thus $F(f)$ is closed under taking supersets and is hence a filter.

Proof of statement 4. By definition, $F(f)=F$. Also, the function $f$ must be monotone. If it was not, then there would be sets $A \subseteq B \subseteq S$ such that $f(A) \not \leq f(B)$. This means that $f(A)=1$ and $f(B)=0$ or $A \in F$ and $B \notin F$. This contradicts the assumption that $F$ is a filter.

We say an abstract simplicial complex $\Delta$ of subsets of a finite set $S$ is computationally defined if there is some algorithm that, when given $A \subseteq S$ as input, decides whether $A \in \Delta$ or not. Given such a simplicial complex $\Delta$, define a Boolean function $f: \mathcal{P}(S) \rightarrow\{0,1\}$ by $f(A)=0$ if and only if the algorithm determines that $A \in \Delta$. By part 2 of Lemma 3.7, this $f$ is monotone and $I(f)=\Delta$. Then Problem 3.1, listing all the simplices of $I(f)=\Delta$, Problem 3.2, listing all the maximal simplices of $I(f)=\Delta$, and Problem 3.3, computing the size of $|I(f)|=|\Delta|$, are all natural and important questions.

Here is an example of a simplicial complex to which we can apply our algorithms. Given a collection of balls $\mathcal{B}=\left\{B_{i}: i \in S\right\}$ in $\mathbb{R}^{d}$, the Cech complex of $\mathcal{B}$ is the simplicial complex $\check{\operatorname{Čech}}(\mathcal{B})=\left\{A \subseteq S: \bigcap_{i \in A} B_{i} \neq \emptyset\right\}$. The Čech complex is a central object of study in the rapidly growing field of topological data analysis EH10. Čech $(\mathcal{B})$ is an abstract simplicial complex. Clearly if a set of balls has non-empty intersection, then so does any subset of that set of balls and so $\operatorname{Cech}(\mathcal{B})$ is closed under taking subsets. Here we adopt the typical convention that an empty intersection is the whole space, i.e. $\bigcap_{i \in \emptyset} B_{i}=\mathbb{R}^{d}$. In particular, this intersection is considered not empty and so $\emptyset \in \operatorname{Cech}(\mathcal{B})$ and the complex is not empty. Note that reducing the number of computations of $\bigcap_{i \in A} B_{i}$ is important as these are typically computationally expensive tasks to carry out. Our algorithms perform an optimal number of such calculations.

We say a filter $F$ of subsets of a finite set $S$ is computationally defined if there is some algorithm that, when given $A \subseteq S$ as input, decides whether $A \in F$ or not. Given such a filter $f$, define a Boolean function $f: \mathcal{P}(S) \rightarrow\{0,1\}$ by $f(A)=0$ if and only if $A \notin F$ and $f(A)=1$ if $A \in F$. By part 4 of Lemma 3.7, this $f$ is monotone and $F(f)=F$. Then Problem 3.4, listing all the elements of $F(f)=F$, Problem 3.5, listing all the minimal elements of $F(f)=F$, and Problem 3.6, computing the size of $|F(f)|=|F|$, are all natural and important questions.

We will now give many examples of filters. We first have to define a monotone property of graphs. Given a set $V$ of "vertices", let $S=\{\{v, w\}: v, w \in V\}$ the set of all possible "edges" on $V$. The set of all graphs $(V, E)$ with vertex set $V$ can thus be viewed as $\mathcal{P}(S)$. Since the vertex set $V$ is the same for all graphs, each such graph is uniquely determined by its edge set $E \subseteq S$ and every $E \subseteq S$ gives rise to a unique graph $(V, E)$. A property $P$ of graphs is said to be monotone if for every graph $G=(V, E)$ that satisfies property $P$, we have that every graph $H=\left(V, E^{\prime}\right)$ with $E^{\prime} \supseteq E$ also satisfies $P$. In other words, a graph property is monotone if "it is preserved by adding edges." Let $F=\{E \subseteq S:(V, E)$ satisfies property $P\}$. Since $P$ is monotone, we see that $F$ is a filter of subsets of $S$. Define $f: \mathcal{P}(S) \rightarrow\{0,1\}$ by setting $f(E)=1$ if and only if $(V, E)$ satisfies property $P$ and by setting $f(E)=0$ if and only if $(V, E)$ does not satisfy property $P$. Then part 4 of Lemma 3.7 shows that $f$ is a monotone Boolean function and $F(f)$ is the filter of all graphs $(V, E)$ that satisfy property $P$.

Dozens of interesting and well-studied properties of graphs are monotone. For example, the properties that $G$ is connected, that $G$ contains a particular fixed type of subgraph, or that the chromatic number of $G$ is larger than some threshold $k$ are all monotone. Indeed, adding edges preserves all of these properties. So all of these properties $P$ give rise to monotone Boolean functions $f$ for which the corresponding filter $F(f)$ is the set of graphs satisfying $P$. In this setting, Problem 3.4, i.e. listing all graphs with property $P$ (those in $F(f)$ ), Problem 3.5, listing the minimal graphs with property $P$, and Problem 3.6, counting all graphs with property $P$, are all natural and important questions.

In the rest of this chapter, we will restrict our attention to Problems 3.1-3.3. Indeed we shall now show that algorithms for these problems can be re-purposed to solve Problems 3.4-3.6.

We will first need the following definitions and lemma.
Suppose a set $S$ and a Boolean function $f: \mathcal{P}(S) \rightarrow\{0,1\}$ are given. Define $A^{c}=S \backslash A$ for all $A \subseteq S$. Also define the Boolean function $g: \mathcal{P}(S) \rightarrow\{0,1\}$ that is complementary to $f$ by setting $g(A)=1-f\left(A^{c}\right)$ for all $A \subseteq S$.

Lemma 3.8. Suppose $S$ is a finite set and $f: \mathcal{P}(S) \rightarrow\{0,1\}$ is a monotone Boolean function. Let $g$ be the complementary Boolean function corresponding to $f$. Then we have the following statements.

1. Any algorithm to compute $f$ can be re-purposed to compute $g$.
2. $g$ is a monotone Boolean function.
3. $F(f)=\left\{A^{c}: A \in I(g)\right\}$.
4. $A^{c}$ is a minimal element of $F(f)$ if and only if $A$ is a maximal element of $I(g)$.
5. $|F(f)|=|I(g)|$.

Proof. Statement 1 is a triviality. If you have an algorithm that can compute $f(A)$ for any $A \subseteq S$, then that same algorithm can be used to compute $g(A)=1-f\left(A^{c}\right)$ for any $A \subseteq S$.

Proof of statement 2. Suppose $A \subseteq B \subseteq S$. Then $B^{c} \subseteq A^{c}$ and $f\left(B^{c}\right) \leq f\left(A^{c}\right)$ since $f$ is monotone. But then $g(A)=1-f\left(A^{c}\right) \leq 1-f\left(B^{c}\right)=g(B)$. This shows that $g$ is monotone.

Proof of statement 3. We have $F(f)=\{A \subseteq S: f(A)=1\}$. Re-indexing, we get $F(f)=\left\{A^{c} \subseteq S: f\left(A^{c}\right)=1\right\}=\left\{A^{c} \subseteq S: g(A)=1-f\left(A^{c}\right)=0\right\}=\left\{A^{c} \subseteq S: A \in\right.$ $I(g)\}$.

Proof of statement 4. Suppose now that $A^{c}$ is a minimal element of $F(f)$. By definition of minimality, this is equivalent to the statement that $f\left(A^{c}\right)=1$ and $f\left(B^{c}\right)=$ 0 for all $B^{c} \subsetneq A^{c}$. But this is equivalent to the statement that $g(A)=1-f\left(A^{c}\right)=0$ and $g(B)=1-f\left(B^{c}\right)=1$ for all $B \supsetneq A$. By the definition of maximality, this is equivalent to the statement that $A$ is a maximal element of $I(g)$.

Statement 5 follows trivially from Statement 3.
Theorem 3.9. Let $S$ be a finite set and let $f: \mathcal{P}(S) \rightarrow\{0,1\}$ be a monotone Boolean function. Suppose we have an algorithm that can compute $f(A)$ for any $A \subseteq S$. Then we have the following statements.

1. Any algorithm to solve Problem 3.1 can be re-purposed to solve Problem 3.4.
2. Any algorithm to solve Problem 3.2 can be re-purposed to solve Problem 3.5
3. Any algorithm to solve Problem 3.3 can be re-purposed to solve Problem 3.6

Proof. By part 1 of Lemma 3.8, the algorithm for computing $f$ gives us an algorithm to compute $g$. By part 2 of Lemma 3.8, $g$ is monotone.

Suppose we have an algorithm to solve Problem 3.1. Then the following is an algorithm to solve Problem 3.4. Given $f$, use the algorithm to solve Problem 3.1 to list the elements $A$ of $I(g)$. However, as you go, list the complementary sets $A^{c}$ instead. By part 3 of Lemma 3.8, this lists the elements of $F(f)=\left\{A^{c}: A \in I(g)\right\}$.

Suppose we have an algorithm to solve Problem 3.2. Then the following is an algorithm to solve Problem 3.5. Given $f$, use the algorithm to solve Problem 3.2 to
list the maximal elements $A$ of $I(g)$. However, as you go, list the complementary sets $A^{c}$ instead. By part 4 of Lemma 3.8 this lists the minimal elements of $F(f)$.

Suppose we have an algorithm to solve Problem 3.3. Then the following is an algorithm to solve Problem 3.6. Given $f$, use the algorithm to solve Problem 3.3 to compute $|I(g)|$. By part 4 of Lemma 3.8, this also computes $|F(f)|=|I(g)|$.

Our goals in producing algorithms for Problems 3.1-3.3 (and hence, by Theorem 3.9, also for Problem 3.4-3.6) is to reduce the memory space required and time required as much as possible. To measure the time our algorithms take, we focus on the number of computations of $f$ that the algorithms need to make. Typically, these computations are the ones that are most time-consuming. Calculating whether a collection of balls in $\mathbb{R}^{d}$ have a non-empty intersection is a computationally expensive task and so the monotone Boolean function that computes the Čech complex is hard to compute. Deciding whether a graph satisfies the monotone property of being at least 4-chromatic is an NP-complete problem so there is no known efficient algorithm for computing the corresponding monotone Boolean function |GJ79|. Indeed it is widely believed that no efficient algorithm exists for this problem. Many monotone properties besides this one example are NP-complete and thus hard to compute.

We shall see in Section 3.8 that if we are given an arbitrary Boolean function $f: \mathcal{P}(S) \rightarrow\{0,1\}$ on an $n$-element set $S$, then any algorithm to solve one of Problems 3.1 or 3.3 must, in the worst case, evaluate $f(A)$ on all $2^{n}$ subsets $A$ of $S$. There we shall also see that if $f$ is monotone, there are algorithms that can solve Problems 3.1-3.3 slightly more efficiently, i.e. taking on the order of $2^{n} / \sqrt{n}$ computations of $f$. Remarkably, we will also see there that this seemingly mild improvement is in fact optimal.

### 3.3 Correspondences Between Sets and 0-1 Vectors

In the rest of this chapter, we will identify subsets $A \subseteq S$ of an $n$ element set $S$ with $n$-dimensional $0-1$ valued vectors in $\{0,1\}^{n}$. We will also identify Boolean functions $f: \mathcal{P}(S) \rightarrow\{0,1\}$ with $n$ variable functions $f:\{0,1\}^{n} \rightarrow\{0,1\}$. The identifications we adopt are all standard in discrete mathematics but, for the sake of completeness, we define them all here.

If $n$ is a positive integer, the Boolean lattice is $B_{n}=\{0,1\}^{n}$. That is, $B_{n}$ is the set of all $n$-tuples with all entries either 0 or 1 . We often write such elements as strings, e.g. we write $(0,1,1,0)$ as 0110 and so on. There is a simple bijection between $B_{n}$ and $\mathcal{P}(S)$ where $S=\left\{s_{1}, \ldots, s_{n}\right\}$ is an $n$-element set with its elements indexed in some definite fixed order. If $A \subseteq S$, we identify $A$ with its indicator vector $x_{A}=\left(x_{1}, \ldots, x_{n}\right) \in B_{n}$ where $x_{i}=1$ if $s_{i} \in A$ and $x_{i}=0$ if $s_{i} \notin A$. Thus the set $A=\{b, c\} \subseteq S=\{a, b, c, d\}$
would be identified with the indicator $x_{A}=(0,1,1,0) \in B_{4}$ or $x_{A}=0110$. Note that $x_{\emptyset}$ is the all 0 's string, $x_{\emptyset}=00 \ldots 0$, and $x_{S}$ is the all 1 's string, $x_{S}=11 \ldots 1$.

The Hamming weight or just weight of a string $x \in B_{n}$ is defined to be $|x|=\sum_{i} x_{i}$. Note that $|x|$ is "the number of 1's in the string $x$," i.e. the number of $i$ such that $x_{i}=1$ or $i \in A$. Thus we have $\left|x_{A}\right|=|A|$.

We put the following partial order on $B_{n}$. If $x=\left(x_{1}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, \ldots, y_{n}\right)$, we set $x \leq y$ if and only if $x_{i} \leq y_{i}$ for all $i$. With this definition, we see that that if $A, B \subseteq S$, then $x_{A} \leq x_{B}$ if and only if $A \subseteq B$. Indeed, the following statements are equivalent: (i) $x_{A} \leq x_{B}$, (ii) for all $i,\left(x_{A}\right)_{i}=1$ implies $\left(x_{B}\right)_{i}=1$, (iii) for all $i, i \in A$ implies $i \in B$, and (iv) $A \subseteq B$.

From now onwards, all of these identifications will be understood. We will write $\mathcal{P}(S)$ interchangeably with $B_{n}, A \subseteq S$ interchangeably with $x_{A}=\left(x_{1}, \ldots x_{n}\right)=$ $x_{1} x_{2} \ldots x_{n}$, and $|A|$ interchangeably with $\left|x_{A}\right|$.

If $f: \mathcal{P}(S) \rightarrow\{0,1\}$ is a Boolean function then we define a corresponding function $\tilde{f}: B_{n} \rightarrow\{0,1\}$ by setting $\tilde{f}\left(x_{A}\right)=f(A)$ for all $A \subseteq S$. For example, suppose $f: \mathcal{P}(S) \rightarrow\{0,1\}$ with $S=\{a, b\}$ is defined by setting $f(\{a, b\})=1$ and $f(\emptyset)_{\tilde{c}}=f(\{a\})=f(\{b\})=0$. Then $\tilde{f}:\{0,1\}^{2} \rightarrow\{0,1\}$ has $\tilde{f}(11)=1$ and $\tilde{f}(00)=\tilde{f}(10)=\tilde{f}(01)=0$.

We say a Boolean function $f: B_{n} \rightarrow\{0,1\}$ is monotone if for all $x, y \in B_{n}, x \leq y$ implies $f(x) \leq f(y)$. Thus a Boolean function $f: \mathcal{P}(S) \rightarrow\{0,1\}$ is monotone if and only if the corresponding Boolean function $\tilde{f}: B_{n} \rightarrow\{0,1\}$ is monotone. Indeed, the statement that $A \subseteq B$ implies $f(A) \leq f(B)$ is equivalent to the statement that $x_{A} \leq x_{B}$ implies $\tilde{f}\left(x_{A}\right) \leq \tilde{f}\left(x_{B}\right)$.

With these correspondences in mind, we will also call functions $\tilde{f}: B_{n} \rightarrow\{0,1\}$ Boolean functions and identify $f: \mathcal{P}(S) \rightarrow\{0,1\}$ with its corresponding $\tilde{f}: B_{n} \rightarrow$ $\{0,1\}$. We will also interchangeably say $f$ is monotone if $f(x) \leq f(y)$ for $x \leq y$ in $B_{n}$ or $f(A) \leq f(B)$ for $A \subseteq B \subseteq S$.

### 3.4 Symmetric Chain Decompositions

Here we define a symmetric chain decomposition of a partially ordered set. In order to do this, we will first have to define many other terms, e.g. poset, rank, chains, saturated chains, etc.

If $P$ is a set and $\leq$ is partial order on $P$, we say the pair $(P, \leq)$ is a partially ordered set or poset for short. We will just write $P$ for the poset if the partial ordering $\leq$ is understood from the context. We write $a<b$ if $a \leq b$ and $a \neq b$.

If $\left(P, \leq_{P}\right)$ is any poset then then any subset $Q$ of $P$ determines another poset $\left(Q, \leq_{Q}\right)$ where $\leq_{Q}$ is the restriction of $\leq_{P}$ to the domain $Q \times Q$. We say any such $Q$ is a subposet of $P$. An isomorphism of posets $P$ and $Q$ is any order-preserving bijection, i.e. a bijection $f: P \rightarrow Q$ such that $x \leq y$ in $P$ if and only if $f(x) \leq f(y)$ in $Q$. We
say a poset $\left(P, \leq_{P}\right)$ contains a copy of another poset $\left(Q, \leq_{Q}\right)$ if and only if there is a subposet of $P$ that is isomorphic to $Q$.

We say two elements $a$ and $b$ in a poset are comparable if $a \leq b$ or $b \leq a$. Otherwise, we say the elements are incomparable. A poset is totally ordered if every pair of elements in it are comparable. If $k$ is an integer with $k \geq 0$ then a length $k$ chain is any poset that is isomorphic to the totally ordered poset $C_{k}=\{0,1,2, \ldots, k\}$ under the usual ordering of the integers. A size $k$ antichain is any poset isomorphic to the poset $A_{k}=\{1,2, \ldots, k\}$ with the empty partial order, i.e. with $i$ and $j$ incomparable for all $i \neq j$. Clearly any sequence of elements $x_{0}<x_{1}<\ldots<x_{k}$ in a poset $P$ is isomorphic to $C_{k}$ so we call such a sequence a chain of $P$. Similarly any subset $\left\{y_{1}, \ldots, y_{k}\right\}$ of pairwise incomparable elements of a poset $P$ is isomorphic to $A_{k}$, so we call such a set an antichain of $P$.

The set $B_{n}=\{0,1\}^{n}$ with its partial order, namely $x \leq y$ if and only if $x_{i} \leq y_{i}$ for all $i$, is a partially ordered set that is isomorphic to the partially ordered set $\mathcal{P}(S)$ with its partial order, namely $A \leq B$ if and only if $A \subseteq B$. The length $k$ chains of these posets correspond to sequences of subsets with $A_{0} \subsetneq A_{1} \subsetneq A_{2} \subsetneq \cdots \subsetneq A_{k}$ and the size $k$ antichains in these posets correspond to the sets $\left\{A_{1}, \ldots, A_{k}\right\}$ of subsets $A_{i}$ with no $A_{i}$ contained in any other $A_{j}$ with $j \neq i$. The set $L(S, k)=\{A \subseteq S:|A|=k\}$ consisting of all size $k$ subsets of $S$ is an antichain with $\binom{n}{k}$ elements. Similarly, the corresponding set $L(n, k)=\left\{x \in B_{n}:|x|=k\right\}$ in $B_{n}$ consisting of all the weight $k$ strings in $B_{n}$ is an antichain, also with $\binom{n}{k}$ elements.

If $a$ and $b$ are two elements in a poset $(P, \leq)$ we say $b$ covers $a$ or $a$ is covered by $b$ if $a<b$ and there is no element $z \in P$ such that $a<z<b$. We denote this by $a \lessdot b$. In $B_{n}$ we have $x \lessdot y$ if and only if there is exactly one index $i$ such that $x_{i}=0$ and $y_{i}=1$, i.e. if " $x$ has only one more 1 than $y$ ". Analogously we have $A \lessdot B$ in $\mathcal{P}(S)$ if and only if $B=A \cup\{i\}$ for some $i \notin A$, i.e. " $B$ has one more element than $A$ ".

A chain $c_{0}<c_{1}<\cdots<c_{k}$ in a poset is saturated if and only if the $<$ relations are also covering relations, $c_{0} \lessdot c_{1} \lessdot c_{2} \lessdot \cdots \lessdot c_{k}$. So a chain $c_{0}<c_{1}<\cdots<c_{k}$ in $B_{n}$ is saturated if and only if the weights $\left|c_{i}\right|$ satisfy $\left|c_{i}\right|=\left|c_{i-1}\right|+1$ for all $1 \leq i \leq k$. Similarly a chain $A_{0} \subsetneq A_{1} \subsetneq A_{2} \subsetneq \ldots \subsetneq A_{k}$ in $\mathcal{P}(S)$ is saturated if and only if $\left|A_{i}\right|=\left|A_{i-1}\right|+1$ for all $1 \leq i \leq k$.

If there is an element $\hat{0} \in P$ such that $x \geq \hat{0}$ for all $x \in P$, then we say $\hat{0}$ is the zero-element of $P$. Note that if a zero-element exists, it is unique because if $a$ and $b$ are both zero elements, then $a \geq b$ and $b \geq a$ and so $a=b$. Similarly, if there is an element $\hat{1} \in P$ such that $x \leq \hat{1}$ for all $x \in P$, then we say $\hat{1}$ is the top element. If it exists, $\hat{1}$ is also unique. In $B_{n}, \hat{0}=00 \ldots 0$ and $\hat{1}=11 \ldots 1$. Correspondingly, $\hat{0}=\emptyset$ and $\hat{1}=S$ in $\mathcal{P}(S)$.

We say a poset is ranked if it has a zero element $\hat{0}$ and the property that for any $x<y$, all saturated chains from $x$ to $y$ have the same length. In a ranked poset $P$, we define the rank function $r: P \rightarrow \mathbb{N}$ by setting $r(x)$ to be the common length of


Figure 3.1. An SCD of $B_{3}$, namely $C T D(3)$.

| $\underline{\text { Chain 1 }}$ |  | Chain 2 |  |
| :---: | :---: | :---: | :---: |
| 111 |  | Chain 3 |  |
| 110 | 011 | 101 |  |
| 100 | $\mathbf{0 1} \underline{\mathbf{0}}$ | $\underline{\mathbf{0} 01}$ |  |
| $\underline{\mathbf{0 0 0}}$ |  |  |  |

Figure 3.2. A SCD of $B_{3}$, namely $C T D(3)$. The minimal string of each chain is in bold. The unmatched 0's in the minimal strings are underlined.
each saturated chain from $\hat{0}$ to $x$. If $P$ is a finite ranked poset, then the rank of $P$ is the maximum rank of any element in $P, r(P)=\max _{x \in P} r(x)$.

The Boolean lattice, $B_{n}$, is a ranked poset with rank function $r(x)=|x|$ and the isomorphic poset $\mathcal{P}(S)$ (for $|S|=n$ ) has rank function $r(A)=|A|$. The rank of these posets is $n, r\left(B_{n}\right)=r(\mathcal{P}(S))=n$.

If $P$ is a ranked poset, a symmetric chain is a saturated chain $x_{0} \lessdot \cdots \lessdot x_{k}$ with $r\left(x_{0}\right)+r\left(x_{k}\right)=r(P)$. The rationale behind this name is that the ranks of the elements in the chain will be symmetrically distributed about $r(P) / 2$. Namely, a symmetric chain will have an element $x$ with $r(x)=r(P) / 2-\ell / 2$ if and only if it it has an element $y$ with $r(y)=r(P) / 2+\ell / 2$. Indeed, if $x=x_{i}$, then $y=x_{k-i}$ as we will see now. Note that since the chain is saturated, $r\left(x_{i}\right)=r\left(x_{0}\right)+i$ and $r\left(x_{k-i}\right)=r\left(x_{k}\right)-i$ for all $0 \leq i \leq k$. Thus $r\left(x_{i}\right)+r\left(x_{k-i}\right)=\left(r\left(x_{0}\right)+i\right)+\left(r\left(x_{k}\right)-i\right)=r\left(x_{0}\right)+r\left(x_{k}\right)=r(P)$ for all $0 \leq i \leq k$. Since $r\left(x_{i}\right)+r\left(x_{k-i}\right)=r(P)$, if $r\left(x_{i}\right)=r(P) / 2-\ell / 2$, then $r\left(x_{k-i}\right)=r(P) / 2+\ell / 2$.

A symmetric chain decomposition, or $S C D$, of a ranked poset is a partition of the elements of $P$ into symmetric chains. See Figure 3.1 for an SCD of $B_{3}$ and Figure 3.2 for the elements of the chains in that SCD. See Figure 3.3 for the elements of the chains of an SCD for $B_{4}$. Note that $B_{3}$ is displayed in Figure 3.2 via a Hasse diagram, one in which an edge is directed upwards from vertex $x$ to vertex $y$ if and only if $x \lessdot y$.

| Chain 1 | Chain 2 | Chain 3 | Chain 4 | Chain 5 | Chain 6 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1111 |  |  |  |  |  |
| 1110 | 0111 | 1011 | 1101 |  |  |
| 1100 | 0110 | 1010 | 1001 | 0101 | 0011 |
| 1000 | 0100 | $\underline{0} 010$ | 0001 |  |  |
| $\underline{0000}$ |  |  |  |  |  |

Figure 3.3. An SCD of $B_{4}$, namely $C T D(4)$. The minimal string of each chain is in bold. The unmatched 0's in the minimal strings are underlined.

### 3.5 The Christmas Tree Decomposition

Theorem 3.10. For all positive integers $n$, the poset $B_{n}$ has a symmetric chain decomposition. (Alternatively, for each finite set $S, \mathcal{P}(S)$ has a symmetric chain decomposition.)

This theorem was first proven in [dBvETK51] via the construction of a specific symmetric chain decomposition, $C T D(n)$, the so-called Christmas Tree Decomposition. The reason for this fanciful name is that when the elements of its chains are listed in horizontal rows that are centered on the page, the shape of the text looks a little like a silhouette of a Christmas tree; the horizontal lengths of the chains are long and short in a seemingly organic, unpredictable way.

We now give the construction of $C T D(n)$ as developed in GK76. We closely follow the presentation of this construction in Jor10. For each binary sequence $x=x_{1} \ldots x_{n} \in B_{n}$, we perform a so-called bracketing or parenthesis matching procedure as follows. We represent each 0 with a left parenthesis "(" and each 1 with a right parenthesis ")". We scan through the characters of the string starting at the left. Whenever we encounter a 0 , i.e. a (, it becomes "unmatched". Whenever a 1 , i.e. a ), is encountered, it is matched to the rightmost unmatched 0 , and this 1 now becomes matched as well. If there are currently no unmatched 0 's, then this 1 is unmatched. We continue in this manner until we reach the end of the string on the right. This process matches a ( to a ) in the parenthesis string in the same way that a mathematician scanning the string would naturally try to match parentheses.

We now have three sets associated with the given sequence $x$, the set of positions of unmatched 0 's, $U_{0}(x)$, the set of positions of unmatched 1's, $U_{1}(x)$, and the set of matchings $M(x)=\{(a, b)$ : a 0 in position $a$ is matched to 1 in position $b\}$.

$$
x=1011011100010110
$$

parentheses string for $x=)())()))((()())($

$$
U_{0}(x)=\{9,16\} \quad U_{1}(x)=\{1,4,7,8\}
$$

$$
M(x)=\{(2,3),(5,6),(10,15),(11,12),(13,14)\}
$$

Note if $a \in U_{1}(x)$ and $b \in U_{0}(x)$ then $a<b$. In words, all unmatched ones precede all unmatched zeros.

We next introduce a function $\tau$ which acts on the strings by changing the leftmost unmatched 0 to a 1 . The function $\tau$ is defined on all $x \in B_{n}$ such that $U_{0}(x) \neq \emptyset$. For $x \in B_{n}$ with $\left|U_{0}(x)\right|=k$, let $C_{x}=\left\{x, \tau(x), \tau^{2}(x), \ldots, \tau^{k}(x)\right\}$. The Christmas Tree Decomposition is

$$
C T D(n)=\left\{C_{x}: x \in B_{n}, U_{1}(x)=\emptyset\right\} .
$$

Figures 3.2 and 3.3 exhibit $C T D(n)$ for $B_{n}$ for $n=3$ and $n=4$, respectively. The minimal elements of the chains, those $x$ with no unmatched 1's (i.e. with $U_{1}(x)=\emptyset$ ) are listed in bold face. The positions of the unmatched 0's, i.e. the positions in $U_{0}(x)$, are underlined. Notice how the successive elements of each chain $C_{x}$ are formed, the unmatched 0's are flipped one by one to 1 's proceeding from left to right.

Lemma 3.11. The number of chains in $C T D(n)$ is $M_{n}=\binom{n}{\lfloor n / 2\rfloor}$.
Proof. Let $k=\lfloor n / 2\rfloor$. Consider the level $L(n, k)=\left\{x \in B_{n}: r(x)=|x|=k\right\}$. We will show that there is a one-to-one correspondence between each chain $C$ in $C T D(n)$ and the unique element $x$ in $L(n, k)$ that is contained within it. This then shows that the number of chains in $C T D(n)$ is $\left.M_{n}=\binom{n}{k}=\mid L(n, k)\right) \mid$.

Since the chains in $C T D(n)$ are symmetric chains in $B_{n}$, they each must contain an element $x$ with rank $r(x)=n / 2$ if $n$ is even, or elements $x$ and $y$ of ranks $r(x)=\lfloor n / 2\rfloor$ and $r(y)=\lceil n / 2\rceil$ if $n$ is odd. Thus they each contain at least one element $x$ of $L(n, k)$. Since the chains partition $B_{n}$, each element $x$ in $L(n, k)$ must be in exactly one chain in $C T D(n) . L(n, k)=\left\{x \in B_{n}: r(x)=|x|=k\right\}$ is an antichain in $B_{n}$, i.e. contains no two comparable elements. Since every pair of elements in a chain is comparable, no chain can contain more than one element $x$ of $L(n, k)$. Thus the given correspondence between $C T D(n)$ and $L(n, k)$ is a bijection, as claimed.

### 3.6 Our Christmas Tree Decomposition Algorithms

### 3.6.1 The Tree $T_{n}$ on the Minimal Elements of $C T D(n)$

Let $S_{n}=\left\{x \in B_{n}: U_{1}(x)=\emptyset\right\}$ be the set of the minimal elements of the chains in $C T D(n)$. We will also sometimes refer to minimal elements as initial strings. Let $x_{0}$ be the all zero string $\hat{0}$. Define $\sigma: S_{n} \backslash\left\{x_{0}\right\} \rightarrow S_{n}$ so that $\sigma(x)$ is obtained from the string $x$ by changing the leftmost matched 1 of $x$ to a 0 . We define a tree $T_{n}=\left(S_{n}, E\right)$ on the vertex set $S_{n}$ by letting $E=\left\{(x, \sigma(x)): x \in S \backslash\left\{x_{0}\right\}\right\}$. The tree $T_{4}$ is exhibited in Figure 3.4. The elements of $S_{4}$, the minimal elements of $C T D(4)$, are shown as the


Figure 3.4. The tree $T_{4}$ of the minimal elements of $C T D(4)$.
vertices and the unmatched 0's within them are underlined. For each $x \neq x_{0}, \sigma(x)$ is drawn above $x$.

We show that $T_{n}$ is a tree in the sense of graph theory, namely it is a connected graph that contains no cycles. Clearly, given any vertex $x$ in $T_{n}, \sigma^{k}(x)$ will be the all 0 's string $x_{0}$ when $k=|x|$, as each application of $\sigma$ removes a 1 . Thus, every $x$ in $T_{n}$ is connected by a path $x, \sigma(x), \sigma^{s}(x), \ldots, \sigma^{k}(x)=x_{0}$ to $x_{0}$. Thus $T_{n}$ is connected as every vertex can be connected to every other through $x_{0}$. To see that $T_{n}$ contains no cycle, suppose instead that it does contain a cycle $C$. $C$ must contain a maximal weight vertex $x$, say $|x|=k$. Since $C$ is a cycle, there must be two distinct neighbors $y_{0}$ and $y_{1}$ of $x$ on the cycle. Since $y$ has maximal weight and edges in $T_{n}$ only connect vertices whose weights differ by 1 , we have $\left|y_{0}\right|=\left|y_{1}\right|=k-1$. But there is only one vertex $y$ with weight $|y| \leq k-1$ that is a neighbor of $x$, namely $y=\sigma(x)$. This is a contradiction.

A rooted tree is a tree with a distinguished vertex $r$ called the root of $T$. If $x$ is a vertex in a rooted tree $T$ with root $r$ and $x \neq r$ then there is a unique path in $T$ from $x$ to $r$. We say every vertex $y$ on this path is an ancestor of $x$ and that $x$ is a descendant of each such vertex $y$. The ancestor $y$ of $x$ that is adjacent to $x$ is called the parent of $x$ and $x$ is called a child of $y$.

We view $T_{n}$ as a rooted tree with root $r=x_{0}$. If $x \neq x_{0}$ then the unique path from $x$ to $x_{0}$ in $T_{n}$ is $x, \sigma(x), \sigma^{2}(x), \ldots, \sigma^{k}(x)=x_{0}$ where $k=|x|$. The vertices $\sigma^{i}(x)$ are the ancestors of $x, \sigma(x)$ is the parent of $x$, and $x$ is the child of $\sigma(x)$. Thus we see that the tree $T_{4}$ is drawn in Figure 3.4 with the progenitor of the family, the root $x_{0}$, written at the bottom and parents drawn directly below their children and the later descendants drawn above those children.

Every vertex $x$ of $T_{n}$ has $U_{1}(x)=\emptyset$ and so is a minimal element of a chain $C_{x} \in C T D(n)$, namely $C_{x}=\left\{x, \tau(x), \tau^{2}(x), \ldots, \tau^{\ell}(x)\right\}$ with $\ell=\left|U_{0}(x)\right|$. Thus we can extend $T_{n}$ to a tree $T_{n}^{\prime}$ with vertex set $B_{n}$ as follows. For each $x \in T_{n}$ we add a path $x, \tau(x), \tau^{2}(x), \ldots, \tau^{\ell}(x)$ with $\ell=\left|U_{0}(x)\right|$. This tree has all the vertices of $B_{n}$ because $C T D(n)$ is a partition of $B_{n}$. Additionally, the tree $T_{n}^{\prime}$ has the important property
that every vertex $x$ in $B_{n}$ can be reached from $x_{0}$ by a path in $T_{n}^{\prime}, x_{0}, x_{1}, \ldots, x_{m}=x$ in which each $x_{i+1}$ has one more 1 than its parent $x_{i}$.

### 3.6.2 Our Recursive Algorithm to Produce $C T D(n)$

We can now define our novel recursive algorithm, Recursive-CTD, that visits every chain in $C T D(n)$ and every vertex of $B_{n}$. More generally, if it is given a vertex $x \in S_{n}$ as an input, it will visit $x$ and every descendant of $x$ in $T_{n}^{\prime}$.

For any string $x$ in $B_{n}$, let $z_{x}$ denote the number of zeros in the first consecutive block of zeros in the string. Any string starting with a 1 would have $z_{x}=0$. Since each $x \in S_{n}$ has no unmatched ones, we have $z_{x}>0$ for all $x \in S_{n}$. Also let $u_{x}$ denote the number of unmatched zeros within the first block of zeros, with $0 \leq u_{x} \leq z_{x}$. Note by the matching procedure all of the unmatched zeros must occur at the beginning of the block of zeros. Also $u_{x}=z_{x}$ only when $x=x_{0}$ (when $x$ is the all zero string). As before $U_{0}(x)$ is the set of indices of all unmatched zeros in $x$. With these definitions, we can now describe the recursive algorithm.

Algorithm 3.12. Algorithm: Recursive-CTD
Input: $\quad$ string $x \in S_{n}$ and optional arguments $z_{x}, u_{x}, U_{0}(x)$
Output: none, recursive procedure to visit every descendant of $x$ in $T_{n}^{\prime}$

1. Calculate $z_{x}, u_{x}, U_{0}(x)$ if they are not provided as input.
2. Visit each element of $C_{x}=\left\{x, \tau(x), \ldots, \tau^{k}(x)\right\}$ where $k=\left|U_{0}(x)\right|$ switching the 0 's in positions $j \in U_{0}(x)$ to 1 's sweeping left to right.
3. If $u_{x} \leq 1$, then return, i.e. end the current function call.
4. For $i \in\left\{2, \ldots, z_{x}\right\}$ do
(a) child $\leftarrow x$
(b) child $[\mathrm{i}] \leftarrow 1$
(c) $m \leftarrow \min \left(i, u_{x}\right)$
(d) Call Recursive-CTD(child, $\left.i-1, m-2, U_{0}(x) \backslash\{m, m-1\}\right)$.
5. End for.
6. Return.

Before we discuss the correctness of the algorithm we will need a lemma. Define the density of a string $x$, denoted $\delta(x)$, to be the weight of the string divided by the string length $n$ (this amounts to the "proportion" of 1's in the string). Now define the $\max$ density of a string, denoted $\mu(x)$, to be

$$
\mu(x)=\max \{\delta(s): s \text { is a substring of } x \text { that starts at index } 1\} .
$$

Lemma 3.13. $A$ string $x$ is a minimal chain element if and only if $\mu(x) \leq 1 / 2$.
Proof. The proof is via two contrapositive arguments. Any string with a density greater than $1 / 2$ must clearly contain unmatched ones, so $\mu(x)>1 / 2$ implies there is a substring $s$ of $x$ with an unmatched 1 which will also be an unmatched 1 in the whole string $x$. It follows by definition that $x$ is not a minimal chain element in this case.

Likewise any string $x$ that is not a minimal element must contain an unmatched 1 , and, taking the substring $s$ from index 1 up to that unmatched 1 , it should be clear that the density of $s$ must be greater than $1 / 2$. This follows since the last bit of $s$ is an unmatched 1 and, if there were at least as many zeros as ones in that substring $s$, it would be impossible for that particular 1 to be unmatched by the matching procedure. This in turn immediately gives the max density of $x$ is also greater than $1 / 2$, that is $\mu(x)>1 / 2$.

We can also say that inserting a 1 anywhere from index 2 to index $z_{x}$ cannot increase $\mu(x)$ to more than $1 / 2$ as long as $u_{x}>1$.

Theorem 3.14 (Correctness of Recursive-CTD algorithm). When Algorithm 3.12, CTD-recursive is called on $x_{0} \in T_{n}$, it will visit the minimal element of every chain in $C T D(n)$ and every string $x \in B_{n}$ exactly once. More generally, when RecursiveCTD is called on vertex $x \in S_{n}$ it will visit every string $C_{y}$ of $C T D(n)$ for which $y$ is a descendant of $x$ in $T_{n}$ and every string $x$ of $B_{n}$ that is a descendant of $x$ in $T_{n}^{\prime}$ exactly once. During the call of Recursive-CTD on any $x$ in $T_{n}$, no more than $\lfloor n / 2\rfloor-|x| \leq\lfloor n / 2\rfloor$ recursive calls of Recursive-CTD will be stacked.

Proof. Suppose Recursive-CTD is called with $x \in S_{n}$. Every $x \in S_{n}$ has an equal number of matched ones and zeros. If $y$ is a child of $x$ (by definition $x=\sigma(y)$ ) then since $x$ has one fewer matched 1 than $y$, it must also have one fewer matched 0 than $y$. But the string length of $x$ is the same as the string length of $y$, so there must be two more unmatched zeros in $x$ than $y$. The additional unmatched zeros must appear in the first block of zeros in $x$. This is because the first 1 in $y$ must occur at some index $i$ before index $z_{x}$ and changing a 1 at index $i$ in $y$ back to a 0 in $x$ can't create any additional unmatched zeros in $x$ past index $i$ due to the matching process. This means we must have $u_{x} \geq u_{y}+2$. Then $u_{x} \geq 2$ for any parent string $x$, since $u_{x}-2 \geq u_{y} \geq 0$.

Thus for any string $x$ if $u_{x} \leq 1$ we must conclude that $x$ has no children. Then line 3 will correctly return and stop recursive calls for any string without children.

Now assume that $u_{x}>1$ so that $x$ has at least one child $y$. By the definition of $\sigma$, $y$ has exactly one 1 at index $1<i \leq z_{x}$. We cannot have $i=1$, because then $z_{y}=0$ contrary to the fact that $z_{y}>0$ for all $y \in S_{n}$. Any value of $i$ in the range $1<i \leq z_{x}$ will correspond to a valid child string of $x$. To see this, suppose the string $x$ (with $u_{x}>1$ ) has a child $y$ that has a 1 inserted at index $i$ for $1<i \leq z_{x}$ (index 1 is clearly not valid as mentioned previously). If the string $x$ has any substring $s$ (starting at index 1 ) such that inserting a 1 at index $i$ would increase the density of $s$ to more than $1 / 2$ that could only happen if the number of 1 's in $s$ was either equal to the number of 0 's in $s$ or one less than the number of 0 's in $s$. But clearly this implies that $s$ has at most one unmatched zero and the number of unmatched zeros in $x$ (contained within the substring $s$ ) cannot exceed the number of corresponding unmatched zeros in $s$. This means that $u_{x} \leq 1$, which is a contradiction. Therefore inserting a 1 in $x$ at index $i$ for any $1<i \leq z_{x}$ to visit child $y$ cannot increase $\mu(y)$ to more than $1 / 2$ and so $y$ is a valid child since it is a valid initial string.

In the algorithm we insert a 1 at every valid index in the range $1<i \leq z_{x}$, and clearly these are all of the possible children of $x$ as well because by the definition of $\sigma$, the preimage of $x$ has to be $\sigma^{-1}(x)=\left\{y: y\right.$ has a 1 inserted at index $i$ for $\left.1<i \leq z_{x}\right\}$ so long as $u_{x}>1$. So the set of "possible" children of $x$ is clearly given by the preimage of $x$ under sigma combined with the above argument about which of those possible strings are valid children (all of them except the string starting with a 1.)

We will now show that the correct optional arguments are passed to the recursive function call in line 4 d . Clearly, for any child $y, z_{y}=i-1$ so this argument is correct. To show that the other arguments are correct, namely that $u_{y}=m-2$ and $U_{0}(y)=U_{0}(x) \backslash\{m, m-1\}$, we will have to consider two cases: $i>u_{x}$ and $i \leq u_{x}$. Suppose first that $i>u_{x}$ and so $m=\min \left(i, u_{x}\right)=u_{x}$ (this case necessarily excludes the zero string $x=x_{0}$ since index $i$ must be a matched 0 in $x$ ). In $y$, the 1 at position $i$ will be matched to 0 at position $i-1$. Denote the index $u_{x}+1$ by $i_{0}$ where $i_{0} \leq i$. Suppose the 0 at index $i_{0}$ in $x$ is matched to a 1 in position $j>i_{0}$ in $x$ (and hence $\left.i_{0} \leq i<j\right)$. The matching in $y$ of positions $i$ and $i-1$ will change the matched pair $\left(i_{0}, j\right)$ in $x$ to a matched pair $\left(i_{0}-2, j\right)$ in $y$. In particular this must reduce the total number of unmatched zeros in $y$ before index $i$ by exactly two and thus $u_{y}=u_{x}-2=m-2$. This also implies that $U_{0}(y)=U_{0}(x) \backslash\{m, m-1\}$. In the case $i \leq u_{x}$, the arguments are simpler. In this case, $m=\min \left(i, u_{x}\right)=i$. Again the 0 in position $i-1$ is matched to the 1 in position $i$ and all other matched 0's in $y$ will occur after position $i$. Thus $u_{y}=i-2=m-2$ and again $U_{0}(y)=U_{0}(x) \backslash\{m, m-1\}$.

Thus we have shown that Line 4 calls Recursive-CTD on every child $y$ of $x$. Similarly, those recursive calls will call all the children of those children and so on, until every descendant $y$ of $x$ in $T_{n}$ is visited. Each time such a $y$ is visited, Recursive-

CTD also visits all the elements of $C_{y}$. So Recursive-CTD will visit all the descendants $z$ of $x$ in $T_{n}^{\prime}$ as well. In particular, this means that if Recursive-CTD is called on the all zeros string $x_{0}$, the root of $T_{n}$, it will visit every vertex of $T_{n}$ and $T_{n}^{\prime}$.

Each string $x$ in $T_{n}$ has no unmatched 1's since $U_{1}(x)=\emptyset$, and so each 1 in $x$ is matched to a 0 . Thus there can be no more than $\lfloor n / 2\rfloor 1$ 's in $x$. Since each child in $T_{n}$ contains exactly one more 1 than its parent, a call to Recursive-CTD at recursive depth $\ell$ that originated from an initial call to an input $x$ is necessarily to a string $x^{\prime}$ with $\left|x^{\prime}\right|=|x|+\ell \leq\lfloor n / 2\rfloor$. Thus no more than $\ell=\lfloor n / 2\rfloor-|x| \leq\lfloor n / 2\rfloor$ recursive calls of Recursive-CTD will be stacked during a call of Recursive-CTD on any particular $x \in T_{n}$. This proves the final claim of the theorem.

### 3.6.3 Our Non-recursive Algorithm to Produce $C T D(n)$

When the Recursive-CTD algorithm is called on $x_{0}$, it will visit all the elements $x \in T_{n}$ and all the elements in $B_{n}$ in a fixed order $\mathcal{O}_{n}$. In this section, we will describe our non-recursive algorithm to visit all the strings $z \in T_{n}$ and in $B_{n}$ in the same order. Given inputs $x, y \in T_{n}$ with $x \leq y$ in $\mathcal{O}_{n}$, the algorithm will visit each $z \in T_{n}$ with $x \leq z \leq y$ in $\mathcal{O}_{n}$ and also the descendants of these $z$ in $T_{n}^{\prime}$, all in the same order as they are visited in $\mathcal{O}_{n}$.

We can easily use this algorithm to parallelize the process of scanning through $B_{n}$. Indeed, if we have $N$ parallel processors, we can split up the strings in $T_{n}$ into $N$ consecutive intervals in $\mathcal{O}_{n}$ and have each processor simultaneously work through its own interval. We shall see more of this in Section 3.6.4. As a side benefit, the non-recursive version moves from string to string in $T_{n}$ more quickly than the recursive algorithm will.

Definition 3.15. For any given string we will define a chunk to be any maximal run of consecutive 0 's. If a string begins with a 1 , we say that the first chunk is just the first maximal run of 1's preceded by an empty run of 0's. Similarly, if a string ends with a 0 , the last chunk will be the last maximal run of 0 's followed by an empty run of 1 's.

Note that every string can be completely decomposed uniquely into chunks. Now, recall that the initial strings of $\operatorname{CTD}(n)$ (the minimal chain elements) are precisely those which contain no unmatched ones. We are therefore able to associate each such initial string with a matrix $M$ with exactly 3 columns and 1 or more rows. The matrix $M$ will essentially contain a compressed form of the information in the string pertaining to the number of unmatched zeros, matched zeros, and matched ones within each chunk of the string.

We will state this as a lemma:
Lemma 3.16. Each initial string corresponds to a unique matrix $M$ with 3 columns and at least 1 row. Each column corresponds to respectively, the number of unmatched
zeros, the number of matched zeros, and the number of matched ones within each chunk respectively. The matrix row order also matches the string chunk order.

Proof. We may decompose each initial string into chunks. Because of the way matching works any unmatched zeros in such a chunk must occur at the beginning of that chunk. This is because by the matching process each matched one is always matched to the closest leftmost zero available, making it impossible for any matched zeros to proceed any unmatched zeros within any given chunk. Since each initial string does not contain any unmatched ones, each chunk can therefore be represented by a triple $(a, b, c)$ of three numerical values. The value $a$ represents the number of unmatched zeros at the front of the chunk and may have a value of 0 . The value $b$ represents the number of matched zeros in the chunk (following any unmatched zeros), and cannot be less than the value for $c$. The value $c$ represents the number of matched ones that occur at the end of the chunk. For all but the last chunk in the string the value of $c$ within each chunk must be at least 1 , but the last chunk in the string need not contain any matched zeros or matched ones. However in every chunk there must be at least one zero (the string of all 1's is not an initial string). Therefore given any initial string it is straightforward to implement the matching process and then capture the number of unmatched zeros, matched zeros, and matched ones in each respective chunk of the string as a unique row of the matrix $M$.

Note that the number of rows of $M$ varies between 1 row and at most $\lceil n / 2\rceil$ rows depending on the string it represents (the maximal case corresponding to strings consisting entirely of 01 chunks except maybe the last chunk being just 0). Each row in the matrix $M$ will correspond to the triple of three numerical values representing each chunk in the string.

For example, the string (with unmatched zeros underlined)

$$
\underline{0} 000111 \underline{0} 001011 \underline{0}
$$

would be represented by the matrix

$$
M=\left[\begin{array}{lll}
1 & 3 & 3 \\
1 & 2 & 1 \\
0 & 1 & 2 \\
2 & 0 & 0
\end{array}\right]
$$

In order to facilitate visiting the chain associated with each initial string it will be useful to store some information in an additional matrix $R$. The matrix $R$ will have two columns and a variable number of rows. Each row of $R$ will contain two integers representing the starting and stopping index corresponding to each maximal substring of unmatched zeros within the initial string. The start and stop index may be the same which happens for each singular unmatched zero in the string. The
number of rows of $R$ varies between 0 rows and at most $\lceil n / 3\rceil$ rows depending on the corresponding string (with the maximal case corresponding to strings consisting entirely of 001 chunks except maybe the last chunk being just 0 or 00 ). The $R$ matrix only contains information pertaining to the unmatched zeros in the string, so in particular it is possible for the $R$ matrix to be an empty matrix with 0 rows (as in any string of all 01 chunks for example). An empty $R$ matrix simply indicates that the chain contains exactly one string, the initial string.

For example, the string (with unmatched zeros underlined)

$$
\underline{0} 000111 \underline{0} 001011 \underline{00}
$$

would be associated with the matrix

$$
R=\left[\begin{array}{cc}
1 & 1 \\
8 & 8 \\
15 & 16
\end{array}\right]
$$

While it is technically possible to obtain the same information contained in $R$ from the matrix $M$ we can typically save time in the long run by maintaining and updating both matrix $M$ and matrix $R$ between each initial string since such updates will always be relatively fast. In particular, we will only ever need to interact with the first two rows of either matrix $M$ or $R$ between any two initial strings. We will see that the updates that one needs to perform on $M$ and $R$ to move between strings are confined to the first and second rows of these matrices. Since these rows have either 3 or 2 elements each, this update can be done in constant time. By way of contrast, moving from string $x$ to another string in the recursive algorithm requires deleting elements from $U_{0}(x)$, a list of possibly $n$ indices. These elements can only be found by searching a list of up to $n$ integers which still takes $\left\lceil\log _{2}(n)\right\rceil$ steps even if the lists are maintained in increasing order.

It should be noted that implementing this with matrices is only one of many possible methods. In particular, since we only ever modify the first two rows of both $M$ and $R$ the same information could be stored using linked lists or stacks which might be more memory efficient. However the process is perhaps more clearly conveyed using matrices.

Depending on the intended application of this algorithm it may or may not be necessary to keep track of the actual initial strings themselves. In some cases it will be sufficient to store and update only the matrices $M$ and $R$. For example, in cases where the binary string is being used to represent some object it is possible to update the object using the information in $M$ and $R$ without ever needing the actual string. If the binary string were representing potential edges of a graph for example, the graph itself could be updated using only the information contained in $M$ and $R$ without needing the actual string. However, some applications may require the
string itself to be computed. In these cases it will be best to simply store the string and modify it directly to get each new string. While the average time to do this will typically be small, being related to the size of the first consecutive substring of 1's within the proceeding string, the worst case scenario for computation time to update the string will be $\leq c \cdot n$ for some small constant $c$. (Each row of $M$ tells you what the corresponding chunk of the string is and scanning through $M$ takes at most $n / 2$ steps.) This means that if it is necessary to update each string that the worst case computation time will actually be significantly worse than not tracking the string itself at all. However it should be noted that the average computation time will be lower than the worst case computation time.

Now we may proceed to describe the non-recursive version of the algorithm. Note that in practice it is possible to simply pass the algorithm a single starting string $x$ along with a fixed number of loops to perform (instead of an ending string $y$ ) which is computationally more efficient. However, for clarity and ease of proofs we present the algorithm in terms of two input strings, a starting string $x$ and an ending string $y$.

Algorithm 3.17. Algorithm: Non-recursive-CTD

Input: $\quad$ Strings $x, y$ in $T_{n}$ with $x \leq y$ in $\mathcal{O}_{n}$.
Output: None. Visits each string $z \in T_{n}$ (and their descendants in $T_{n}^{\prime}$ ) between $x$ and $y$ in the order $\mathcal{O}_{n}$. In particular, this algorithm can visit all of $B_{n}$.

1. Initialization.
(a) Initialize $M$ and $R$ for $x$. Note, if $x=\hat{0}$, then $M \leftarrow[n, 0,0]$ and $R \leftarrow[1, n]$.
(b) Set current string $s$ to $x$.
(c) END $\leftarrow$ False
2. while $E N D=$ false do
(a) call Visit-chain $(s, R)$
(b) if $s=y$
$E N D \leftarrow$ true
(c) else
i. call Update-string $(s, M)$
ii. call Update-R-matrix $(M, R)$
iii. call Update-M-matrix $(M)$
3. end while

## Algorithm 3.18. Algorithm: Visit-chain

Input: $\quad$ String $s \in T_{n}$, matrix $R$ for $x$, optional Boolean function $f$.
Output: Visits each string in the chain corresponding to $s$, possibly outputs $f$ evaluated at each element in the chain.

1. for each row $i$ of $R$ do
(a) for $j \in\left\{R_{i, 1}, R_{i, 1}+1, \ldots, R_{i, 2}\right\}$ do
i. $s(j) \leftarrow 1$
ii. Optionally evaluate $f(s)$.
(b) end for
2. end for
3. for each row $i$ of $R$ do
(a) for $j \in\left\{R_{i, 1}, \ldots, R_{i, 2}\right\}$ do
$s(j) \leftarrow 0$
(b) end for
4. end for

Algorithm 3.19. Algorithm: Update-string
Input: current string $s \in T_{n}$, current matrix $M$ for $s$
Output: None, update $s$ to the next string to be visited (by either changing the second 0 to a 1 or by changing the first block of 1 's followed by a 0 to a block of 0 's followed by a 1 ).

1. if $M_{1,1}>1$ then

$$
s(2) \leftarrow 1
$$

2. else if $M_{1,1} \leq 1$ then
(a) for $i \in\left\{1, \ldots, M_{1,3}\right\}$ do

$$
s\left(M_{1,1}+M_{1,2}+i\right) \leftarrow 0
$$

(b) end for
(c) $s\left(M_{1,1}+M_{1,2}+M_{1,3}+1\right) \leftarrow 1$
3. end if

Algorithm 3.20. Algorithm: Update-R-matrix
Input: $\quad$ Current matrices $M$ and $R$
Output: none, updates $R$ to be the $R$-matrix for the updated string

1. Case 1: $M_{1,1}>2$

$$
R_{1,1} \leftarrow 3
$$

2. Case 2: $M_{1,1}=2$

Remove first row $R_{1}$ from $R$ (note $R$ can become an empty matrix)
3. Case 3: $M_{1,1}<2$ and $M_{2,1} \geq 2$
(a) Remove the first $M_{1,1}$ rows of $R$
(b) $R_{1,1} \leftarrow R_{1,1}+1$
(c) Insert $\left[1,2 \cdot\left(M_{1,3}-1\right)+M_{1,1}+1\right]$ as new first row of $R$
4. Case 4: $M_{1,1}<2$ and $M_{2,1}<2$ and $2 \cdot\left(M_{1,3}-1\right)+M_{1,1}+M_{2,1} \neq 0$
(a) Remove the first $\left(M_{1,1}+M_{2,1}\right)$ rows of $R$
(b) Insert $\left[1,2 \cdot\left(M_{1,3}-1\right)+M_{1,1}+M_{2,1}\right]$ as new first row of $R$
5. Case 5: $2 \cdot\left(M_{1,3}-1\right)+M_{1,1}+M_{2,1}=0$

There is no change to $R$
Algorithm 3.21. Algorithm: Update-M-matrix
Input: Current matrix $M$
Output: none, updates $M$ to be the $M$-matrix for the updated string

1. Case 1: $M_{1,1}>1$
(a) $M_{1,1} \leftarrow M_{1,1}-2$
(b) Insert $[0,1,1]$ as new first row of $M$
2. Case 2: $M_{1,1} \leq 1$ and $M_{2,1}>0$
(a) $M_{2,1} \leftarrow M_{2,1}-1$
(b) $M_{1} \leftarrow\left[M_{1,1}+M_{1,2}+M_{1,3}-1,1,1\right]$
3. Case 3: $M_{1,1} \leq 1$ and $M_{2,1}=0$ and $M_{2,2}>1$
(a) $M_{2,2} \leftarrow M_{2,2}-1$
(b) $M_{1} \leftarrow\left[M_{1,1}+2 \cdot\left(M_{1,3}-1\right), M_{1,2}-M_{1,3}+2,1\right]$
4. Case 4: $M_{1,1} \leq 1$ and $M_{2,1}=0$ and $M_{2,2}=1$
(a) Replace the first two rows of $M$ with the new first row
$\left[M_{1,1}+2 \cdot\left(M_{1,3}-1\right), M_{1,2}-M_{1,3}+2, M_{2,3}+1\right]$ (this needs to be computed before the rows are deleted)
5. Case 5: $M_{1,1} \leq 1$ and $M_{2,1}=0$ and $M_{2,2}=0$

This case only applies to a single initial string which is the final possible string of $T_{n}$ in the order $\mathcal{O}_{n}$. It is therefore ruled out by the test for the end condition in the main algorithm since this is the largest possible choice for $y$ as input to the algorithm. Note that it is possible in this algorithm for the matrix $M$ to acquire a row of all zeros at the bottom, indicating an empty chunk, but this never effects the procedure and it is still clear which string the matrix $M$ represents. The only string that would ever witness this row of zeros is the final possible string of $T_{n}$ in the order $\mathcal{O}_{n}$ which is ruled out in the main algorithm as stated.

The non-recursive algorithm works by following some simple rules:

1) Always insert a 1 first if possible, always at index 2 . This is always possible if the string has children, that is if $u_{x}>1$. This means that if a string has a child then the algorithm always starts by visiting the first "leftmost" child and therefore is always going up and left if possible.
2) If it is not possible to insert a 1 then instead "push" the first block of ones forward (this includes "blocks" consisting of single ones). To do this means to flip every 1 in the entire first block of ones to zeros, and also simultaneously flip the single 0 bit that immediately follows that block of ones. For example, a string with $u_{x} \leq 1$ that starts with $0000111100 \ldots$ would be changed to $0000000010 \ldots$. Here the part that gets flipped is underlined but nothing else changes.

It is apparent that this works to visit the next unvisited ancestor's sibling. In the process of removing each successive 1 evidently a path back to the root is followed. Suppose that the block of 1 's has its last 1 at some index $i_{1}$. Let $a$ be the ancestor of $x$ that has all 0's up to the index $i_{1}$ and has a 1 at index $i_{1}$. If the first block of 1 's has $k$ ones then this ancestor would be $a=\sigma^{k-1}(x)$. Technically, for a string with a single 1 , where $k=1$, this would be $\sigma^{0}(x)$. We can define $\sigma^{0}(x)$ as the identity function, so the ancestor in question would be $x$ itself, i.e. if $k=1$ then $a=x$. The farthest rightmost child in the subtree of $a$ is the string with ones inserted at the rightmost
possible indices (in front of index $i_{1}$ by definition) each time, until no further ones can be inserted. So the rightmost descendant of $a$ is a string with all zeros followed by all ones until index $i_{1}$ is reached, and such that this descendant $x$ of a has $u_{x} \leq 1$. If $u_{x}$ was greater than 1 , then $x$ would have children and therefore would not be the rightmost possible descendant of $a$. So this shows that if $u_{x} \leq 1$ then $x$ must indeed be the rightmost descendant of its ancestor $a=\sigma^{k-1}(x)$. Therefore the next node to be visited in the tree has to be the sibling of the ancestor $a$ (since we are following a depth search first pattern). But the sibling of $a$ is the string with the first 1 of $a$ (at index $i_{1}$ ) shifted to the right one index (to index $i_{1}+1$ ). There must be a zero after this 1 because of the definition of $a$. The only possible string without a zero available after index $i_{1}$ has to be the final string in the entire tree, consisting of all zeros followed by all ones and with $u_{x} \leq 1$, so the algorithm also knows it must terminate in that case.

Theorem 3.22 (Correctness of Non-recursive CTD algorithm). When called on inputs $x$ and $y$ in $T_{n}$ with $x \leq y$ in $\mathcal{O}_{n}$ Algorithm 3.17, Non-recursive-CTD, visits every element $z \in T_{n}$ in the interval $[x, y]$ in $\mathcal{O}_{n}$ and all elements in the chains $C_{z}$ in $C T D(n)$, all in the order $\mathcal{O}_{n}$. It will visit each of these strings exactly once.

Proof. Recall that $S_{n}=\left\{x \in B_{n}: U_{1}(x)=\emptyset\right\}$ is the set of minimal or initial elements of the chains $C_{x}$ in $C T D(n)$. We define a function Rev: $S_{n} \rightarrow S$, where $\operatorname{Rev}(x)$ is the reversed binary string. For example $\operatorname{Rev}(01001)=10010$. Next we define a function Val : $B_{n} \rightarrow \mathbb{N}$ which returns the binary value of a given string in $B_{n}$. Finally we define the function $f: S_{n} \rightarrow \mathbb{N}$ by $f(x)=\operatorname{Val}(\operatorname{Rev}(x))$ for all $x \in S_{n}$. For example $f(01001)=\operatorname{Val}(\operatorname{Rev}(01001))=\operatorname{Val}(10010)=18$.

We first describe how the algorithm works when $x$ is the first string in $\mathcal{O}_{n}$ and $y$ is the last.

Let $S_{\text {first }}$ and $S_{\text {last }}$ represent the first and last initial strings visited by the RecursiveSCD algorithm, that is $S_{\text {first }}$ is the initial string comprised of all zeros while $S_{\text {last }}$ is the initial string comprised of $\lceil n / 2\rceil$ consecutive 0's followed by $\lfloor n / 2\rfloor$ consecutive 1's. (Note that $f\left(S_{\text {first }}\right)=0$ and that $f\left(S_{\text {last }}\right)=2^{n}-2^{\lceil n / 2\rceil}$.) We define a function Next : $S_{n} \backslash S_{\text {last }} \rightarrow S_{n}$ by $\operatorname{Next}(x)$ is the next initial string visited by the nonrecursive algorithm. Since the algorithm clearly defines a unique next initial string for every string this is a well-defined function. We will also define a function Previous : $S_{n} \backslash S_{\text {first }} \rightarrow S_{n}$ which will map each initial string to the preceding string in the nonrecursive algorithm. We give an explicit high level description of Next and Previous as follows.

Each initial string $x$ may begin with a number of unmatched zeros $u_{x}$. If $u_{x}>1$ then the Next function will simply change the second 0 in the string to a 1 . Otherwise the Next function will change the first block of 1's followed by a 0 in the string to a block of 0 's followed by a 1 . This process uniquely defines the next string in the algorithm for all strings except the last initial string $S_{\text {last }}$.

The Previous function will be the inverse of the Next function. Therefore, for any initial string with a 1 in the second position the Previous function will change that to a 0 in the second position. Otherwise, the Previous function will change the first 1 and a block of 0 's before it into a 0 with a block of 1 's before it. The size of the block of 0's changed must be such that no larger block of 0's could be changed without creating unmatched 1's which are not allowed in initial strings. Such a change would necessarily leave exactly zero or one unmatched 0's at the beginning of the string. Converting any fewer 0's to 1 's would leave at least two unmatched 0's at the beginning and thus Previous would fail to be an inverse to Next. This process uniquely defines the previous initial string in the algorithm for all strings except the first initial string $S_{\text {first }}$ since it is the only string not containing any 1's. Thus the Previous function is also uniquely defined and is necessarily an inverse of Next by definition. That is, we must have $\operatorname{Next}(\operatorname{Previous}(x))=x$ and $\operatorname{Previous}(\operatorname{Next}(x))=x$ for all $x \in S_{n} \backslash\left(S_{\text {first }} \cup S_{\text {last }}\right)$.

We may now show that for all $x \in S_{n} \backslash\left(S_{\text {first }} \cup S_{\text {last }}\right)$ that $f(\operatorname{Previous}(x))<f(x)<$ $f(\operatorname{Next}(x))$. Let $x$ be an arbitrary string in $S_{n}$. First to show $f(x)<f(N e x t(x))$ we consider two cases. If $x$ begins with at least two unmatched zeros, then $\operatorname{Rev}(x)$ ends with two zeros, and $\operatorname{Next}(x)$ inserts a 1 into the second position so that $\operatorname{Rev}(\operatorname{Next}(x))$ is the same as $\operatorname{Rev}(x)$ except that $\operatorname{Rev}(N \operatorname{ext}(x))$ ends in a 10. From this it is clear that $f(x)<f(N e x t(x))$. To be precise, in this case $f(x)+2=f(N e x t(x))$. In the other case we know by definition that $\operatorname{Next}(x)$ changes the first block of 1's followed by a 0 to 0 's followed by a 1 . Let $k$ be the index of the last 1 in the string $\operatorname{Rev}(x)$. From the algorithm definition it is clear that finding $\operatorname{Rev}(\operatorname{Next}(x))$ is equivalent to binary addition of the string with a single 1 in index $k$ to $\operatorname{Rev}(x)$. Thus it is clear in this case also that $f(x)<f(N e x t(x))$. More precisely, in this case we have $f(x)+2^{k-1}=f(N e x t(x))$. Since $x$ was arbitrary and by definition $\operatorname{Next}(\operatorname{Previous}(x))=x$ then this also shows that $f(\operatorname{Previous}(x))<f(x)$. Thus as the algorithm proceeds through every initial string the value of $f(x)$ for each string is strictly increasing.

Now suppose for contradiction that there exists at least one string which is not visited by the algorithm. Let $s$ be the string that is not visited by the algorithm with the smallest value for $f(s)$. Then necessarily $\operatorname{Previous}(s)$ must be visited by the algorithm since $f(\operatorname{Previous}(s))<f(s)$, otherwise $s$ would not have been the smallest valued missed string. But since the algorithm visits Previous $(s)$ and $\operatorname{Next}(\operatorname{Previous}(s))=s$ then the algorithm must visit the string $s$ as well. This contradiction shows that there cannot be any initial strings that are missed by the algorithm. It also follows easily from the fact the $f$ is a strictly increasing function as each string is visited that no string can be visited more than once. Thus every initial string must be visited exactly once by the algorithm as claimed.

The algorithm will terminate precisely when there is at most one unmatched 0 at the beginning of the string and there are no 0 's at all after the first block. This can only happen for initial strings with exactly one block of 0 's followed by 1's. However for all initial string with exactly one block of 0 's and 1 's, all of them have at least two unmatched 0's at the front except for the block with exactly $\lceil n / 2\rceil$ consecutive 0 's followed by $\lfloor n / 2\rfloor$ consecutive 1's. We refer the this string as $S_{\text {last }}$. Any fewer number of 1's in the string would have two or more unmatched 0's at the beginning of the string, while any more 1 's in the string would necessarily have unmatched 1 's since the total number of 1's would exceed the total number of 0 's. It follows therefore that there is a single unique string that satisfies the end condition. Furthermore it is clear that for this string neither one of the two cases for the Next function are applicable, and this is the only such sting with neither condition applicable. So the algorithm must terminate upon encountering the string $S_{\text {last }}$. Additionally the string $S_{\text {last }}$ must be visited by the algorithm by the argument above showing that no strings are missed. Therefore the algorithm must terminate, as desired.

Clearly, the way the algorithm is defined, it will also visit the elements of the chains of $C T D(n)$ in the order $\mathcal{O}_{n}$. It will behave the same way on intervals $[x, y]$ in $\mathcal{O}(n)$ as it is defined to start the scanning at $x$ and stop once it gets to $y$ and its chain.

### 3.6.4 Our Parallel Algorithm to Produce $C T D(n)$

Given Algorithm 3.17, Non-recursive CTD, is it clear how to parallelize this algorithm to distribute the job of visiting every string in $T_{n}$ and $B_{n}$ amongst an arbitrary number of parallel processors.

Algorithm 3.23. Algorithm: Parallel-CTD

Input: Integer $N \geq 1$ and methods to assign tasks to $N$ parallel processors.
Output: None. Visits every string in $T_{n}$ and in $B_{n}$ in the order $\mathcal{O}_{n}$

1. Initialize. Find $x_{i}, y_{i} \in T_{n}$ for $1 \leq i \leq n$ such that $x_{1} \leq y_{1} \leq x_{2} \leq y_{2} \leq \cdots \leq$ $x_{N} \leq y_{N}$ in $\mathcal{O}_{n}$, the intervals $\left[x_{i}, y_{i}\right]$ in $\mathcal{O}_{n}$ partition $T_{n}$, and each interval $\left[x_{i}, y_{i}\right]$, $1 \leq i \leq N$ contains (plus or minus 1) $1 / N$ fraction of all strings in $T_{n}$.
2. For $1 \leq i \leq n$, call Non-recursive- $\operatorname{CTD}\left(x_{i}, y_{i}\right)$ on processor $i$.

In this thesis we will only use this algorithm as a subroutine to answer Problems 3.1-3.3 on monotone Boolean functions $f: B_{n} \rightarrow\{0,1\}$. Since we are only interested in the number of computations of $f$ that are made, the initialization step may be
carried out in any way as it involves no computation of $f$. The most obvious way is to run Non-recursive-CTD on the whole of $B_{n}$. The elements $z_{1}, \ldots, z_{m}$ of $T_{n}$ will be produced one by one in the order of $\mathcal{O}_{n}$ where $m=\left|T_{n}\right|=M_{n}=\binom{n}{\lfloor n / 2\rfloor}$. We can select the $x_{i}$ and $y_{i}$ from the $z_{j} \in T_{n}$ as they are produced. Set $j_{i}=\left\lfloor(i / N) M_{n}\right\rfloor$ for $0 \leq i \leq N$. For $1 \leq i \leq N$, select $x_{i}=z_{j_{i-1}+1}$ and $y_{i}=z_{j_{i}}$. The intervals will partition $T_{n}$ and $\left[x_{i}, y_{i}\right]$ will contain $j_{i}-j_{i-1}=\left\lfloor(i / N) M_{n}\right\rfloor-\left\lfloor((i-1) / N) M_{n}\right\rfloor$ elements which is indeed within 1 of $(1 / N)\left|T_{n}\right|=(1 / N) M_{n}$.

A better way to initialize the parallelization is by using an algorithm to determine the $k$ th minimal element in the order $\mathcal{O}_{n}$ instead of running Non-recursive-CTD on all of $B_{n}$. This could be used to quickly determine the $x_{i}$ and $y_{i}$ needed for each interval in the parallelization. We provide such an algorithm below but omit the proof of correctness. This algorithm ends after at most $n$ loops and therefore admits a much faster method of initializing the parallelization.

## Algorithm 3.24. Algorithm: kth element

Input: $\quad$ string length $n$, desired minimal string $k$ with $1 \leq k \leq\left|T_{n}\right|=\binom{n}{\lfloor n / 2\rfloor}$
Output: $k$ th minimal element in the tree order of $T_{n}$

1. $x \leftarrow 0_{n}$ (initialize x )
2. $z_{x} \leftarrow n$ (initial value for $z_{x}$ )
3. $u_{x} \leftarrow n$ (initial value for $u_{x}$ )
4. $K \leftarrow\binom{n}{\lfloor n / 2\rfloor}+1-k$
5. for $i \in\{0, \ldots, n-1\}$ do
(a) if $u_{x}<2$ or $(n-i)<2$ then
return $x$
(b) end if
(c) $y \leftarrow x$
(d) $y_{n-i} \leftarrow 1$ (change the 0 to a 1 at index $n-i$ in $y$ )
(e) $z_{y} \leftarrow n-i-1$ (compute new values for $y$ )
(f) $u_{y} \leftarrow \min \left(n-i-2, u_{x}-2\right)$
(g) $T \leftarrow\binom{z_{y}}{\left\lfloor u_{y} / 2\right\rfloor}$
(h) if $K<T$ then
i. $x \leftarrow y$ (in this case keep the updates to $y$ )

$$
\text { ii. } z_{x} \leftarrow z_{y}
$$

iii. $u_{x} \leftarrow u_{y}$
(i) else if $K>T$ then

$$
K \leftarrow K-T \text { (in this case do not keep the updates to y) }
$$

(j) else if $K=T$ then
return $y$
(k) end if
6. end for

### 3.7 Algorithms for the Main Problems

### 3.7.1 Our Algorithms

Suppose we are given a monotone Boolean function $f: B_{n} \rightarrow\{0,1\}$ and wish to solve Problem 3.1, list the elements of $I(f)=\left\{x \in B_{n}: f(x)=0\right\}$, Problem 3.2, list the maximal elements of $I(f)$, or Problem 3.3, calculate $|I(f)|$. We will use our algorithms to produce all the chains $C_{x}$ in $C T D(n)$ and their minimal elements $x \in T_{n}$. Since these $C_{x}$ 's are chains and $f$ is monotone we can use binary search to find the thresholds at which $f(y)$ is last 0 as $y$ increases through $C_{x}$.

Recall that if $x \in T_{n}$ with $k=\left|U_{0}(x)\right|$ (the number of unmatched 0's in $x$ ) then $C_{x}=\left\{y_{0}, \ldots, y_{k}\right\}$ has $k+1$ elements where $y_{i}=\tau^{i}(x)$ is $x$ with its $i$ left-most unmatched 0's flipped to 1's. In particular, we have $y_{0} \lessdot y_{1} \lessdot \cdots \lessdot y_{k}$ in $B_{n}$. Since $f$ is monotone we have $f\left(y_{0}\right) \leq f\left(y_{1}\right) \leq \cdots \leq f\left(y_{k}\right)$. We define the threshold of $f$ with respect to $C_{x}$ to be $t(f, x)=\max \left\{i: f\left(y_{i}\right)=0\right\}$ with the special value $t(f, x)=-1$ if every $f$ value is 1 . Thus $f\left(y_{i}\right)=0$ if $i \leq t(f, x)$ and $f\left(y_{i}\right)=1$ if $i>t(f, x)$.

Lemma 3.25. If $f: B_{n} \rightarrow\{0,1\}$ is monotone and $C_{x}$ is a chain in $B_{n}$ in $C T D(n)$, then $t(f, x)$ can be found with at most $\left\lceil\log _{2}\left(\left|C_{x}\right|+1\right)\right\rceil \leq\left\lceil\log _{2}(n+2)\right\rceil$ evaluations of $f$ on elements of $C_{x}$.

Proof. If the number of elements in $C_{x}$ is $N=2^{m}-1$ then $t(f, x)$ can be found by binary search with only $m$ evaluations of $f$. Indeed, if $m=1$ then $C_{x}=\{x\}$ and evaluating $f(x)$ is enough. If $f(x)=0$ then $t=0$ and if $f(x)=1$, then $t=-1$. We will complete the proof by induction. Suppose now that for some $m \geq 1$, we have proven that $m$ evaluations are enough. We will show that $m+1$ evaluations are enough for a chain $C_{x}$ of $2^{m+1}-1$ elements as follows. Evaluate $f(y)$, where $y$ is the middle element of the chain. If $f(y)=0$ then we are reduced to finding the threshold amongst the $2^{m}-1$ elements of the chain that come after $y$. If $f(y)=1$, we are reduced to finding the threshold amongst the $2^{m}-1$ elements of the chain that
come before $y$. By the inductive hypothesis, both of these cases can be handled by $m$ further function evaluations for a total of $m+1$ evaluations.

Suppose now that the number of elements in the chain, $N$, satisfies $2^{m-1} \leq N \leq$ $2^{m}-1$. We can then pad the sequence of $f$ values with $2^{m}-1-N, 1^{\prime}$ s at the end to bring it to a list of length $2^{m}-1$ and then find the threshold in that list of values using $m$ tests of the values within that sequence and so at most $m$ evaluations of $f$. The threshold in that list will be the same as $t(f, x)$. Note that we do not actually have to double the amount of memory used for the padding. We can instead extend the definition of $f$ to just return 1 if called for a position beyond the length $N$ of the chain.

Now we prove the bound on the number of evaluations. Since $2^{m-1}<N+1 \leq 2^{m}$ we have that the number of evaluations needed is $m=\left\lceil\log _{2}(N+1)\right\rceil$. The maximum possible number of elements in a chain $C_{x}$ in $\operatorname{CTD}(n)$ or in any chain in $B_{n}$ is $n+1$. A chain can contain at most one element $y$ at each possible rank $0 \leq r(y) \leq n$. Thus $m \leq\left\lceil\log _{2}(n+2)\right\rceil$ as claimed.

With this lemma in hand it is easy to design our algorithms for Problem 3.1-3.3. Since the algorithms for these problems have so much in common, we will give all them combined into one main algorithm. Any of our algorithms for producing $C T D(n)$ can be used as the main subroutine, but since we are primarily interested in parallelization, we will use Algorithm 3.23. Parallel-CTD for this purpose. Let $M_{n}=\binom{n}{\lfloor n / 2\rfloor}$ be the number of chains in $C T D(n)$.
Algorithm 3.26. Algorithm: Main (combined algorithm for Problems 3.1-3.3)
Input: A monotone Boolean function $f: B_{n} \rightarrow\{0,1\}, p \in\{3.1,3.2,3.3\}$, methods to send and receive messages to and from $N$ parallel processors.

Output: The solution to Problem $p$ for $f$. If $p=3.1$, all the elements of $I(f)$ are listed. If $p=3.2$, all the maximal elements of $I(f)$ are listed. If $p=3.3,|I(f)|$ is returned.

1. Initialization.
(a) If $p=3.1$, do nothing.
(b) If $p=3.2$, each processor $i$ sets $M_{i} \leftarrow \emptyset$ to be the current list of potential maximal elements of $I(f)$ that it has found.
(c) If $p=3.3$, each processor sets $C_{i} \leftarrow 0$ to be the current count of elements in $I(f)$ that it has found.
2. Scanning $B_{n}$.
(a) Distribute $\left\lfloor(1 / N) M_{n}\right\rfloor \pm 1$ chains in $C T D(n)$ to each processor using Algorithm 3.23, Parallel-CTD.
(b) When a processor $i$ is scanning $C_{x}=\left\{y_{0}, \ldots, y_{k}\right\}$ it first finds threshold $t_{i}(f, x)$ using the binary search algorithm laid out in Lemma 3.25 .
i. If $p=3.1$, processor $i$ does nothing if $t_{i}=-1$ and otherwise sends elements $y_{0}$ through $y_{t_{i}}$ of its chain to the central processor to list out.
ii. If $p=3.2$, processor $i$ does nothing if $t_{i}=-1$ and otherwise adds $y_{t_{i}}$ to $M_{i}$.
iii. If $p=3.3$, processor $i$ does nothing if $t_{i}=-1$ and otherwise adds $t_{i}+1$ to $C_{i}$.
3. Finishing up.
(a) If $p=3.1$, nothing more is done.
(b) If $p=3.2$, all processors $i$ send $M_{i}$ to the central processor. Then the central processor does the following.
i. $M \leftarrow \bigcup_{i} M_{i}$
ii. $M^{\prime} \leftarrow \emptyset$
iii. While $M \neq \emptyset$ remove first element $y$ of $M$ if there is $z \in M$ with $y<z$ and otherwise add $y$ to $M^{\prime}$ and remove all elements $z$ of $M$ with $z<y$. iv. Return $M^{\prime}$.
(c) If $p=3.3$, all processors $i$ send $C_{i}$ to the central processor. Then the central processor returns $C=\sum_{i} C_{i}$.

Theorem 3.27. Algorithm 3.26 gives the correct outputs.
Proof. Suppose $p=3.1$. Then in Line 2bi, processors $i$ 's current chain $C_{x}=$ $\left\{y_{0}, \ldots, y_{k}\right\}$ has only elements $y_{0}, \ldots, y_{t_{i}}$ with $f$ value 0, i.e. in $I(f)$. Note that there are no such elements when $t_{i}=-1$. These elements are sent back one by one to the central processor to list out. All the processors together go through all of the chains in $C T D(n)$. These chains partition $B_{n}$ so all elements of $I(f)$ are listed by the central processor.

Suppose now that $p=3.2$. Then in Line 2 bii, $C_{x}$ has no elements in $I(f)$ if $t_{i}=-1$. If $t_{i} \geq 0$, then $y_{t_{i}}$ is the only possible element of the current chain $C_{x}$ which could be a maximal element of $I(f) . M_{i}$ will wind up being these maximal elements in all the chains that processor $i$ considers. In Line $3 \mathrm{bi}, \bigcup_{i} M_{i}$ is the set of all the elements of $I(f)$ that are maximal with respect to the chain of $C T D(n)$ that they are in. The maximal elements of $I(f)$ are necessarily the maximal elements of $I(f)$ in their own chains and so must all be contained in $M$. Line 3biii winnows down this set $M$ to the
true set $M^{\prime}$ of maximal elements of $I(f)$. Each element $y$ in $M$ is considered exactly once. If $y$ is not a maximal element of $I(f)$ then there is another maximal element $z \in I(f)$ with $y<z$. This $z$ will be the maximal element of its chain and so will initially wind up in $M$. If $z$ is considered before $y, y$ will not be added to $M^{\prime}$. If $z$ is considered after $y$, then again $y$ will not be added to $M^{\prime}$. If $y$ is a maximal element, then it will be added to $M^{\prime}$. Thus $M^{\prime}$ will end up being the set of maximal elements of $I(f)$. Note that it can be possible to filter down elements of $M$ dynamically as elements are added to it which would be computationally more efficient, but this involves a more complex algorithm.

Suppose finally that $p=3.3$. Then in Line 2biii, exactly $t_{i}+1$ elements of the current chain belong to $I(f) . C_{i}$ will wind up being the number of elements of $I(f)$ in the chains that processor $i$ considers. In Line 3 c , $C$ will wind up being the number of elements in $I(f)$ in all of the chains of $C T D(n)$ and hence in all of $B_{n}$. So $C=|I(f)|$.

### 3.7.2 Hansel's Algorithm

Hansel's algorithm |Han66] is the classical algorithm for finding the thresholds $t(f, x)$ for each chain $C_{x}$ in $\overline{C T D}(n)$. We introduce it here in order to compare its performance to the performance of our algorithms for this problem. This will be done in Section 3.8

We will quote Knuth's Knu11 presentation of the algorithm. Recall that we have been using the presentation of $C T D(n)$ as given in GK76. Hansel's algorithm uses the initial presentation of $C T D(n)$ as first given in dBvETK51. There $C T D(n)$ is given as the Christmas Tree Pattern, or $\operatorname{CTP}(n)$. This is an arrangement of the chains in $C T D(n)$ in rows with the elements of the chains read in increasing order from left to right. The rows are centered so that strings $x$ with $|x|=k$ are in column $k$ of the table. We quote the exposition of $C T P(n)$ given in Knu11]. $C T P(1)$ consists of a singe row with two columns containing the bitstrings $0 \in B_{1}$ and $1 \in B_{1}$. CTP(2) consists of two rows, given by

000111
In general, $C T P(n+1)$ is generated recursively from $C T P(n)$ by replacing each row $\sigma_{1} \sigma_{2} \ldots \sigma_{s}$ by the two rows

$$
\begin{gathered}
\sigma_{2} 0 \ldots \sigma_{s} 0 \\
\sigma_{1} 0 \sigma_{1} 1 \ldots \sigma_{s-1} 1 \sigma_{s} 1
\end{gathered}
$$

(If $s=1$ the first of these two rows is omitted.)

It is shown in [GK76 that the rows of $\operatorname{CTP}(n)$ are the chains in $C T D(n)$.
Following Knuth's notation, given $\sigma \in B_{n}$ we have the function $r(\sigma)$ which returns the row number of $\sigma$ in the $C T P(n)$. We also have the function $s(m)$ which returns the number of strings in row $m$ of the $\operatorname{CTP}(n)$ for $1 \leq m \leq M_{n}$. This is the number of elements in the corresponding chain. The function $s(m)$ is uniquely determined by the specific row ordering found in the $C T P(n)$. The algorithm also uses the nimsum, $\oplus$, operation on $B_{n}$. The nimsum of $x_{1}, \ldots, x_{k} \in B_{n}$ is $z=x_{1} \oplus x_{2} \oplus \cdots \oplus x_{k} \in B_{n}$ where $z_{i}=\sum_{j=1}\left(x_{j}\right)_{i} \bmod 2$ for $1 \leq i \leq n$. Finally, we also need the function $\chi(m, k)$ which returns the bit string in column $k$ of row $m$ of the CTP, where $(n+1-s(m)) / 2 \leq k \leq(n-1+s(m)) / 2$ (since each row is centered around one or two middle columns in the $\operatorname{CTP}(n)$.

Hansel's algorithm will determine a sequence of threshold values $t(1), t(2), \ldots, t\left(M_{n}\right)$ such that

$$
f(\sigma)=1 \Longleftrightarrow|\sigma| \geq t(r(\sigma)) .
$$

using at most two evaluations of $f$ for each of the $M_{n}$ chains in $\operatorname{CTP}(n)$. Note that $t(i)$ is the threshold of the minimum rank of an element in the $i$ th chain whose $f$ value is 1 . In contrast, our $t$ value is the maximum location within the chain of an element with an $f$ value of 0 . Each of these thresholds is easily obtained from the other as the minimum 1 always comes one step after the maximum 0 .

Hansel's algorithm is now as follows.
Algorithm 3.28. Hansel's Algorithm.
Input: Monotone $f: B_{n} \rightarrow\{0,1\}$.
Output: Threshold values $t(i)$ each $C_{i}$ in $C T P(n)$.

1. for $m \in\left\{1, \ldots, M_{n}\right\}$ do
(a) $a \leftarrow \frac{n+1-s(m)}{2}$
(b) $z \leftarrow \frac{n-1+s(m)}{2}$
(c) while $z>a+1$ do (perform a binary search using already computed threshold values)
i. $k \leftarrow\left\lfloor\frac{a+z}{2}\right\rfloor$
ii. $\sigma \leftarrow \chi(m, k-1) \oplus \chi(m, k) \oplus \chi(m, k+1)$
iii. if $k \geq t(r(\sigma))$ then
$z \leftarrow k$
iv. else if $k<t(r(\sigma))$ then

$$
a \leftarrow k
$$

(d) end while
(e) if $f(\chi(m, a))=1$ then

$$
t(m) \leftarrow a
$$

(f) else if $a=z$ then

$$
t(m) \leftarrow a+1
$$

(g) else

$$
t(m) \leftarrow z+1-f(\chi(m, z))
$$

2. end for

For justification that Hansel's Algorithm is correct, see Knu11.
Note that Hansel's Algorithm can be used as a subroutine to solve Problems 3.1-3.3. Once you have the threshold $t(i)$ for a chain in $C T P(n)$, i.e. also a chain $C T D(n)$, you have the thresholds for $I(f)$ restricted to that chain. Thus you can use Hansel's Algorithm to iterate through the chains instead of the Parallel-CTD algorithm.

### 3.8 Performance of Our Algorithms Versus Hansel's Algorithm

We will define the space complexity, $s(A, n)$, of our algorithms $A$ to be the number of memory locations used by $A$ as a function of $n$. We will define the time complexity, $t(A, n)$, as the number of computations of the input Boolean function that are made as a function of $n$.

We will only give upper and lower bounds on these space and time complexities in terms of simpler functions $k(n)$. Often we will give bounds that are only true up to a constant factor. For instance, we will write statements such as $t(A, n)=\Omega(k(n))$ to mean $t(A, n) \geq c k(n)$ where $c>0$ is some fixed but not precisely determined constant. We will also write statements such as $s(A, n)=O(k(n))$ to mean $s(A, n) \leq C k(n)$ where $C>0$ again is some fixed but not precisely determined constant. We write $f(n)=\Theta(f(n))$ to mean that we have both $f(n)=O(k(n))$ and $f(n)=\Omega(k(n))$. The constant factors are highly dependent on the internal workings of the computer languages used to write the algorithms and the computers that they are run on, so there is no value in trying to determine them precisely for any one choice of language or computer.

If you are given an arbitrary Boolean function $f$, in particular one that is not monotone, then there can be no non-trivial upper bound on the number of computations of $f$ you might need to make in order solve Problems 3.1 or 3.3.

Theorem 3.29. Given a general Boolean function $f: B_{n} \rightarrow\{0,1\}$, any algorithm $A$ to solve Problem 3.1 or 3.3 must, in the worst case, evaluate $f(x)$ for every $x \in B_{n}$
or be able to break RSA cryptography. This remains true even if the algorithm to compute $f$ is accessible to $A$. Thus for any algorithm $A$ that works on arbitrary Boolean functions $f$, we have that $t(A, n)=2^{n}$.

Proof. We define two Boolean functions $f$ and $g$ on $B_{n}$. We will have $f(x)=1$ for all $x \in B_{n}$, except $f\left(x_{0}\right)=0$ for a single $x_{0} \in B_{n}$ which may be chosen to be an arbitrary element of $B_{n}$. On the other hand, we will have $g(x)=1$ for all $x \in B_{n}$. Thus $I(f)=\left\{x_{0}\right\}$ and $I(g)=\emptyset$.

The algorithms for $f$ and $g$ will be designed using RSA cryptography RSA78. Let $R S A(x)$ the RSA encoding of bitstring $x \in B_{n}$ defined in terms of the public key and such that the private key is known only to the algorithm designer. The designer picks $x_{0} \in B_{n}$ however they like and designs the algorithm for $f$ be $f(x)=1$ if $R S A(x) \neq R S A\left(x_{0}\right)$ and $f(x)=0$ if $R S A(x)=R S A\left(x_{0}\right)$. The designer now picks a string $w$ such that $R S A(x) \neq w$ for all $x \in B_{n}$ and designs the algorithm for $g$ to be $g(x)=1$ if $R S A(x) \neq w$ and $g(x)=0$ if $R S A(x)=w$. Thus we have $I(f)=\left\{x_{0}\right\}$ and $I(g)=\emptyset$ as was desired.

Suppose we have an algorithm $A$ for Problem 3.1, list $I(F)$, or for Problem 3.3, return $|I(F)|$. Suppose $A$ is given access to the Boolean function $F$ or even access to the code for $F$. In order for $A$ to distinguish between $F=f$ and $F=g$ it must, in the worst case, evaluate $F(x)$ for every $x \in B_{n}$. Even if the algorithm $A$ has access to the code for $f$ or $g$, it will have access to only $R S A\left(x_{0}\right)$ or $w$. If $A$ is somehow able to not evaluate $f$ or $g$ on every input, it will have to somehow be able to get information about the RSA decodings of these strings. There are no publicly known techniques for doing this.

Knuth notes that one can do only a little better for monotone Boolean functions.
Theorem 3.30. Given a monotone Boolean function $f: B_{n} \rightarrow\{0,1\}$ any algorithm A must, in the worst case, make $M_{n}=\binom{n}{\lfloor n / 2\rfloor}$ evaluations of $f$ or be able to break RSA cryptography. This remains true even if $A$ has access to the code for computing $f$. Thus for any algorithm $A$ that works on arbitrary Boolean functions $f$, we have that $t(A, n)=\Omega\left(2^{n} / \sqrt{n}\right)$ or that $A$ is able to break RSA cryptography.

Proof. We define two monotone Boolean functions $f$ and $g$ on $B_{n}$. We define $f(x)=1$ if $|x| \geq\lceil n / 2\rceil$ and $f(x)=0$ otherwise. We define $g(x)=f(x)$ for all $x$ except we define $g\left(x_{0}\right)=1$ for exactly one $x_{0}$ with $\left|x_{0}\right|=\lfloor n / 2\rfloor$. This $x_{0}$ may be chosen arbitrarily. Thus the set of maximal elements $M(f)$ of $I(f)$ is $M(f)=\left\{x \in B_{n}:|x|=\lfloor n / 2\rfloor\right\}$ and $M(g)=M(f) \backslash\left\{x_{0}\right\}$.

The designer of the code for $f$ and $g$ uses RSA cryptography. Let $R S A(F)=$ $\{R S A(x): x \in I(F)\}$ be the RSA encodings of all bitstrings $x \in I(f)$. For $F=f$ or $F=g$ set $F(x)=0$ if $R S A(x) \in R S A(F)$ and $F(x)=1$ if $R S A(x) \notin R S A(F)$. Thus $f$ and $g$ will have the claimed properties.

Suppose we have an algorithm $A$ to solve Problems 3.1-3.3 for monotone Boolean functions $F$. In order for this algorithm to distinguish between inputs $F=f$ and $F=g$ it will, in the worst case, have to evaluate $F(x)$ for all $M_{n}$ inputs $x$ with $x=\lfloor n / 2\rfloor$. This remains true even if $A$ has access to the code for $F$. If $F=f$ or $F=g$, all $A$ will have access to is $R S A(F)$, a set of RSA encodings. If $A$ could make fewer than $M_{n}$ evaluations of $F$, it will have to somehow be able to get information on the RSA decodings of these strings. There are no publicly known techniques for doing this. Note that $A$ can't just count the number of strings in the lookup tables that $f$ and $g$ are using as there is no guarantee that those strings are the RSA encoding of any $x$.

For the lower bound on $t(A, n)$, we need only use the standard fact that Stirling's asymptotic formula $n!\sim(n / e)^{n} \sqrt{2 \pi n}$ as $n \rightarrow \infty$ implies $M_{n} \sim \sqrt{\frac{2}{\pi}}\left(2^{n} / \sqrt{n}\right)$ as $n \rightarrow \infty$.

It should be noted that Knu11 only gives this $t(A, n)=M_{n}$ lower bound for the number of function evaluations in the case that you only have access to the results of the computations. Our result adds that even having access to the code for $f$ is unlikely to improve this lower bound.

The following theorem gives bounds on the space complexities of our algorithms for Problems 3.1-3.3 and shows how this compares with the space complexity of Hansel's algorithm. We see that the space complexity of our algorithms is polynomial in $n$ while Hansel's Algorithm has space complexity that is exponential in $n$.

Theorem 3.31. . We have the following space complexity bounds.

1. The space complexity of Algorithm 3.12, Recursive-CTD, is $s(A, n)=O\left(n^{2}\right)$.
2. The space complexities of Algorithm 3.17, Non-recursive-CTD, Algorithm 3.23, Parallel-CTD, and Algorithm 3.26, Main Algorithm, for Problems 3.1 and 3.3 are all $s(A, n)=O(n)$ per processor.
3. The space complexity for Algorithm 3.26, Main Algorithm, for Problem 3.2 is $s(A, n)=O\left(M_{n}\right)=O\left(2^{n} / \sqrt{n}\right)$.
4. The space complexity for Algorithm 3.28, Hansel's Algorithm, for Problems 3.1-3.3 is $s(A, n)=\Omega\left(2^{n} / \sqrt{n}\right)$

Proof. It is clear that Recursive-CTD must maintain $z_{x}, u_{x}$, and $U_{0}(x)$ for all $x$ for which there are calls of Recursive-CTD stacked. Note $z_{x}$ and $u_{x}$ are single indices and $U_{0}(x)$ is a list of up to $n$ indices. By Theorem 3.14 at most $n / 2$ function calls are stacked at any one time. This gives the $O\left(n^{2}\right)$ upper bound in Statement 1.

As the definition of the $M$ and $R$ matrices in Subsection 3.6 .3 make clear, these matrices have at most $n / 2$ rows and a constant number of indices per row. Since maintaining $M$ and $R$ is the most space intensive task Non-Recursive-CTD and Parallel-CTD face, this gives the $O(n)$ bound. The Main algorithm uses Parallel-CTD and, if working on Problems 3.1 or 3.3 , need not maintain more memory. This gives the $O(n)$ upper bound here as well.

We are only able to prove the weaker $O\left(2^{n} / \sqrt{n}\right)$ bound on the Main Algorithm for Problem 3.2. Its most expensive space requirement is to maintain the lists $M_{i}$ and $M$ of all the potential maximal elements of $I(f)$. As the function defined by $f(x)=1$ if and only if $|x|>n / 2$ shows, the set of maximal elements that is contained in these might contain $M_{n}$ elements (and at most $M_{n}$ ) elements. Since $M_{n}=\Omega\left(2^{n} / \sqrt{n}\right)$, this gives the bound in Statement 3.

A careful analysis of Line 1 in Hansel's Algorithm, one that is carried out in Knu11, shows that the calculation of a threshold $t(i)$ is carried out in terms of thresholds $t(j)$ for earlier rows $j<i$ in $\operatorname{CTP}(n)$. Thus the list of $t$ values for all $M_{n}=\Omega\left(2^{n} / \sqrt{n}\right)$ rows of $\operatorname{CTP}(n)$ must be maintained.

The following theorem gives bounds on the time complexities of our Main Algorithm for Problems 3.1-3.3 and shows how this compares to the time complexity of Hansel's algorithm.

Theorem 3.32. We have the following statements.

1. The time complexity of Algorithm 3.26, the Main Algorithm running on $N$ processors is $t(A, n)=O\left((1 / N)\left(2^{n} \log (n) / \sqrt{n}\right)\right.$ per processor.
2. The time complexity of Algorithm 3.28, Hansel's Algorithm is $\theta\left(2^{n} / \sqrt{n}\right)$.

Proof. We first prove Statement 1. We see that each processor gets $(1 / N) M_{n}=$ $O\left((1 / N) 2^{n} / \sqrt{n}\right)$ of the chains of $C T D(n)$. By Lemma 3.25, each processor need only make $O(\log (n))$ evaluations of $f$ per chain. Since the processors operate in parallel, this gives the bound in the statement.

We now prove Statement 2. As mentioned in the proof of Theorem 3.31, each computation of a threshold in Hansel's Algorithm may require any of the previously computed of thresholds. Thus there is no way to divide the chains up among processors that can work in parallel. As proved in Knu11, Hansel's algorithm makes only 2 computations of $f$ per chain. Thus its time complexity is $t(A, n)=\Theta\left(M_{n}\right)$ which gives the bound.

As mentioned in the introduction of this chapter, Theorems 3.31 and 3.32 tell us that our Main Algorithm has an important advantage over Hansel's algorithm. The time complexity of the Main Algorithm is a factor $(1 / N) \log (n)$ less than that of Hansel's Algorithm. If your number $N$ of parallel processors is within the thousands this is
significant. Furthermore the space complexity of the Main Algorithm is $O(N n)$ (for $N$ processors) as opposed to the $\Omega\left(2^{n} / \sqrt{n}\right)$ of Hansel's Algorithm. This significantly extends the limits of computational exploration of conjectures on monotone Boolean functions such as Conjecture 2.3. We say more about that in the next and final section of this chapter.

### 3.9 Testing of the Bunk Bed Conjecture

We first came at these Problems through a special case of Problem 3.6 that originated in computationally testing Conjecture 2.3 and several variants of it. Let $B=B B(G, T)=$ $(V, E)$ be a bunk bed graph. Let $x$ and $y$ be vertices of $B$. Define the Boolean function $f_{x y}: \mathcal{P}(E) \rightarrow\{0,1\}$, such that for all subsets $F$ of the edge set $E$ we have $f_{x y}(F)=1$ if and only if vertices $x$ and $y$ are connected in $(V, F)$. It is easy to see that $f_{x y}$ is monotone. This is because if a connection event holds true in $(V, F)$ it must hold true in $\left(V, F^{\prime}\right)$ for all $F^{\prime} \supseteq F$; adding more edges cannot destroy connectivity.

Conjecture 2.3 is thus about the number of subgraphs $(V, F)$ of $B$ for which $f_{x y}(F)=1$, i.e. about the size of the filter $|F(x, y)|=\left|f_{x y}^{-1}(1)\right|$. Conjecture 2.3 asserts $\left|F\left(x_{0}, y_{0}\right)\right| \geq\left|F\left(x_{0}, y_{1}\right)\right|$ for all $x, y$. As noted, we used our algorithms to test various cases of Conjecture 2.3 .

In practice we could greatly improve the efficiency of our counting of $|F(x, y)|$ in two ways. If while searching the vertices $F$ of the associated tree $T_{n}^{\prime}$ on $B_{n}=\mathcal{P}(E)$ we discovered that $f_{x y}(F)=1$, then we could add $y$ to the count for $|F(x, y)|$ for all $F^{\prime} \geq F$. This was particularly helpful when $F \in T_{n}$ as the entire subtree of $T_{n}$ rooted at $F$ no longer had to be tested.

The second way we could improve performance was that as the algorithm scanned $T_{n}^{\prime}$ it mostly moved from sets $F$ to $F \cup\{e\}$. We would maintain the list of connected components of the current spanning subgraph $(V, F)$ as we went. Updating these components after the addition of an edge was a trivial task. Either the edge joined two components or it landed entirely within one component. Testing $f_{x y}(F)$ was then easy too. Either $x$ and $y$ were both in the same component and $f_{x y}(F)=1$ or otherwise $f_{x y}(F)=0$.

# Chapter 4: The Skolem Problem 

### 4.1 Introduction

### 4.1. 1 The Skolem Problem and the Positivity Problem

If $r=\left(r_{n}\right)_{n \geq 0}=\left(r_{0}, r_{1}, r_{2}, \ldots\right)$ is a sequence in a ring $R$ and there are constant coefficients $q_{1}, \ldots, q_{k} \in R$ with $q_{k} \neq 0$ such that $r_{n}=q_{1} r_{n-1}+q_{2} r_{n-2}+\cdots+q_{k} r_{n-k}$ for all $n \geq k$, then $r$ is said to be a linear recurrence of order $k$ in $R$ with coefficients $q_{1}, \ldots, q_{k}$. The equation that $r_{n}$ satisfies is called a recurrence relation. Note that fixing the values of the initial terms $r_{0}, \ldots, r_{k-1}$ of $r$ determines every term $r_{n}$ inductively, as for all $n \geq k$, the previously computed values of $r_{n-1}, \ldots, r_{n-k}$ can be substituted into the recurrence relation to obtain $r_{n}$.

In this chapter, we study two problems on linear recurrences, the Skolem Problem and the Positivity Problem.

The Skolem Problem is the following question: "Given the coefficients and initial terms of a linear recurrence $r_{n}$, does there exist a term $r_{n}$ such that $r_{n}=0$ ?"

The Positivity Problem is the question: "Given the coefficients and initial terms of a linear recurrence $r_{n}$, do we have $r_{n} \geq 0$ for all $n \geq 0$ ?"

The integer cases of these problems are to restrict the recurrences to integer coefficients and integer initial terms.

A positive resolution to these problems would be to prove that they are decidable, i.e. to prove the existence of an algorithmic decision procedure that would take the coefficients and initial terms as input and give the correct answer to the question as output. A negative resolution would be to prove that they are undecidable, that no such decision procedure can exist.

We note that the Positivity problem should perhaps instead be called the Nonnegativity Problem but its name has been set in the literature OW12.

### 4.1.2 History

Perhaps the most well-known linear recurrence is the Fibonacci sequence, the order 2 linear recurrence $\left(F_{n}\right)_{n \geq 0}$ in the integers defined by setting $F_{0}=0, F_{1}=1$, and
$F_{n}=F_{n-1}+F_{n-2}$ for all $n \geq 2$. Leonardo of Pisa, also known as Fibonacci, explicitly introduced this sequence in his Liber Abaci of 1202. See $\mid$ Pis02 for a translation of this work into modern English. This sequence also appears, albeit more cryptically, in earlier works. The earliest known is the Pingala in Sanskrit, dating to 450-200 BC [Sin85].

The theory of linear recurrences permeates many fields of mathematics and computer science. The book EvdPSW03 provides a comprehensive introduction to the vast literature on linear recurrences, summarizing the work contained in over 1300 papers.

The Skolem Problem is viewed as originating in Skolem's paper Sko35 from 1935. He did not state the problem there in so many words, but rather proved the theorem that the set of indices of the zero terms in a linear recurrence in the rational numbers is the union of a finite set and a finite number of arithmetic progressions. At that time, questions on algorithms had not yet assumed the importance to the research community that they have today, but it is now customary to view the Skolem Problem as a question of decidability OW12. Viewed in this light, a positive resolution to the Skolem Problem would be to show that it is a decidable question. This would entail finding or proving the existence of a decision procedure for the question, a well-defined algorithm that takes $q_{1}, \ldots, q_{k}$ and $r_{0}, \ldots, r_{k-1}$ as inputs and, in all cases, takes finite time to correctly decide whether or not there exists an integer $n$ such that $r_{n}=0$. A negative resolution would be to find a proof that this is an undecidable question, i.e. to find a proof that no such decision procedure can exist.

As mentioned, the first result on the Skolem Problem is Skolem's 1935 proof of the following theorem for the field of rational numbers.

Theorem 4.1 (Skolem-Mahler-Lech Theorem). Let $k$ be a field of characteristic 0 and let $r=\left(r_{n}\right)_{n \geq 0}$ be a linear recurrence in $k$. Then the zero set of $r$, i.e. $\left\{n \geq 0: r_{n}=0\right\}$ is the union of a finite set and a finite number of arithmetic progressions.

Mahler quickly extended Skolem's result on the rationals to the field of algebraic numbers in Mah35. Lech proved the general characteristic 0 case in 1953 in Lec53. These results are all ineffective in the sense that they do not give an algorithmic procedure to determine the zero sets. However, in a breakthrough 1976 result, Berstel and Mignotte gave an algorithmic approach to determine all the arithmetic progressions that make up the zero set [BM76]. See [Han86] for an elementary demonstration of this algorithm.

In 2002, Blondel and Portier proved the decidability of the rational case is NP-hard [BP02], which can be viewed as one measure of how hard it will be to solve the Skolem Problem. Their result was for integer linear recurrences, but it is a folklore result that the rational case reduces to the integer case. See Section 4.3.

Partial progress has been achieved by restricting the question to linear recurrences of a fixed order. The decidability of the order 1 case is trivial. The decidability of
the order 2 case is relatively straightforward and is considered folklore. The first real progress on low orders was achieved in the 1980s by Mignotte, Shorey, and Tjideman MST84 and, independently, Vereshchagin Ver85, who proved the decidability of the problem for order 3 and order 4 recurrences. The proofs in these papers are complex and deep, using $p$-adic techniques, Galois theory, and versions of Baker's Theorem on linear forms in logarithms (which earned Baker a Fields Medal in 1970).

The fact that the Skolem Problem has remained open for over 80 years has been described by Terence Tao as "faintly outrageous" Tao07] and by Richard Lipton as a "mathematical embarrassment" [Lip09]. These comments might be viewed as expressing the hope that there is further progress to be made via an approach that cleverly circumvents the deep mathematics that has seemed necessary to make progress so far.

It is a folklore result that a positive resolution to the Positivity Problem would also give a positive resolution to the Skolem Problem. Indeed, as we will demonstrate in Section 4.3, there is an explicit algorithm to transform any order $k$ instance of the Skolem Problem into an equivalent instance of the Positivity Problem on an integer sequence of order $k^{2}+1$ or less. Thus the Positivity Problem is also viewed has having been open as long as the Skolem problem [OW14]. However, the earliest explicit references to the Positivity Problem date back to the 1970s in [BM76], [Sal76], and |Soi76.

As with the Skolem Problem, the rational case of the Positivity Problem reduces to the integer case (see Section 4.3). As noted in BDJB10, the NP-hardness result for the Skolem Problem on integer linear recurrences given in $\overline{\mathrm{BP} 02}$ translates to a proof of the co-NP hardness of the Positivity Problem on integer linear recurrences.

Progress on low order cases of the Positivity Problem is more preliminary than that in the Skolem Problem. In 2006, Halava, et. al, showed that the order 2 case is decidable [HHH06]. In 2009, Laohakosol and Tangsupphathawat showed the order 3 case is decidable LTT09. These proofs are based on elementary estimates on the roots of the degree $k$ polynomial characteristic equation of an order $k$ linear recurrence, using the formulas for such solutions in terms of radicals. As such, these methods cannot be extended past the order 4 linear recurrences as polynomial equations of degree greater than or equal to 5 have no general solution in radicals. However, Ouaknine and Worrell showed all order 5 or less cases are decidable [OW14]. This was a breakthrough result that used many sophisticated number theoretic techniques. They note that resolving an order 6 or higher case would entail major breakthroughs in the field of Diophantine approximation of transcendental numbers OW14.

### 4.1.3 Outline of the Chapter

We organize this chapter as follows. We lay out some fundamental definitions and results that we will need in Section 4.2. In Section 4.3 we will reduce all of our
decision problems to the fundamental problem of deciding the non-negativity of the series coefficients of a rational function. In Section 4.4 we will introduce Type F characteristic polynomials and show how it is possible to decide the non-negativity of rational functions with these denominators. We will give a partial decision procedure for the Skolem Problem and Positivity Problem for recurrences with Type F characteristic polynomials in the final section, Section 4.5. There we will also show that unfortunately this is not a complete decision procedure. We will show that it will not terminate if the characteristic polynomial is not Type F and that there are many such polynomials.

### 4.2 Fundamentals

### 4.2.1 Sequences, Series, and Polynomials

We mostly follow the notations and conventions for sequences, polynomials, series, and recurrences given in Stanley's book, Sta12]. However, for the convenience of the reader, we organize and outline them here as well. We do adopt some notation that is distinct from Stanley's. In particular, we use $\star$ for convolution, • for the Hadamard product, and introduce our own notation for the classes of linear recurrences we will consider.

Let $\mathbb{N}=\{0,1,2, \ldots\}$ be the natural numbers, including 0 . We write $\mathbb{Z}, \mathbb{Q}, \mathbb{R}$, and $\mathbb{C}$ for the ring of integers and fields of rational, real, and complex numbers, respectively.

Let $R$ be a ring. A sequence in $R$ is a function $r: \mathbb{N} \rightarrow R$. The $n$th term of the sequence $r$ is $r(n)$ or, as we sometimes denote it, $r_{n}$. We will often write the sequence $r$ as $(r(n))_{n \geq 0}$ or $\left(r_{n}\right)_{n \geq 0}$.

Let $R^{\infty}$ be the set of sequences in $R$. We say two sequences $p$ and $q$ in $R^{\infty}$ are equal if and only if $p(n)=q(n)$ for all $n \in \mathbb{N}$. We let $R$ act on $R^{\infty}$ via the action $r \cdot\left(r_{n}\right)_{n \geq 0}=\left(r \cdot r_{n}\right)_{n \geq 0}$. We define addition on $R^{\infty}$ by

$$
\left(p_{n}\right)_{n \geq 0}+\left(q_{n}\right)_{n \geq 0}=\left(p_{n}+q_{n}\right)_{n \geq 0}
$$

$R^{\infty}$ is an $R$ module with respect to these two operations. The 0 -element of $R^{\infty}$ is the 0 -sequence $0=(0)_{n \geq 0}$. If $r_{1}, \ldots, r_{k} \in R$ and $p_{1}=\left(p_{1 n}\right)_{n \geq 0}, \ldots, p_{k}=\left(p_{k n}\right)_{n \geq 0}$ are sequences in $R^{\infty}$, then the $R$-linear combination of $p_{1}, \ldots, p_{k}$ with weights $r_{1}, \ldots, r_{k}$ is the sequence

$$
r=r_{1} p_{1}+\cdots+r_{k} p_{k}
$$

defined by

$$
r(n)=\sum_{j=1}^{k} r_{j} p_{j}(n), \text { for all } n \geq 0
$$

A formal power series in the indeterminate $x$ with coefficients in $R$ is the formal symbol

$$
r(x)=\sum_{n \geq 0} r_{n} x^{n}
$$

where $r=\left(r_{n}\right)_{n \geq 0}$ is a sequence in $R^{\infty}$. Let $R[[x]]$ denote the set of all such series. The 0 -series $0=\sum_{n \geq 0} 0 x^{n}$ is the 0 -element of $R[[x]]$. If $r \in R$ then the power series $r+\sum_{n \geq 1} 0 x^{n}$ is called a constant power series. We often denote this series just by $r$. Thus 0 is a notation for the 0 -element. If $r(x)=\sum_{n \geq 0} r_{n} x^{n}$, we say that $r_{0}$ is the constant term of $r(x)$. In general we write $\left[x^{n}\right] r(x)$ for $r_{n}$, the coefficient of $x^{n}$ in $r(x)$. Thus $\left[x^{n}\right]: R[[x]] \rightarrow R$ is an $R$-linear map.

We will often use the maps $G: R^{\infty} \rightarrow R[[x]]$ and $C: R[[x]] \rightarrow R^{\infty}$ defined by

$$
G\left(\left(r_{n}\right)_{n \geq 0}\right)=\sum_{n \geq 0} r_{n} x^{n}
$$

and

$$
C\left(\sum_{n \geq 0} r_{n} x^{n}\right)=\left(r_{n}\right)_{n \geq 0}
$$

Clearly these maps are $R$-linear maps, are bijections, and are inverses of each other. If $r=\left(r_{n}\right)_{n \geq 0}$ is a sequence in $R^{\infty}$ then

$$
g_{r}(x)=G(r)=\sum_{n \geq 0} r_{n} x^{n}
$$

is the generating function of $r$ in $R[[x]]$. As already noted, the map $g_{(\cdot)}(x)$ is $R$-linear, i.e.

$$
g_{a r+b s}(x)=a g_{r}(x)+b g_{s}(x)
$$

for all $a, b \in R$ and all $r, s \in R^{\infty}$. If $r(x)=\sum_{n \geq 0} r_{n} x^{n}$ is a power series in $R[[x]]$ then

$$
C(r(x))=\left(r_{n}\right)_{n \geq 0}
$$

is the sequence of coefficients of $r(x)$, a sequence in $R^{\infty}$.
We define the action of $R$ on $R[[x]]$ via $r \cdot r(x)=G(r \cdot C(r(x)))$ and the operation of addition in $R[[x]]$ via $r(x)+s(x)=G(C(r(x))+C(s(x)))$. It is straightforward to show that $R[[x]]$ is an $R$-module with respect to these operations. The notation we will usually use for these operations is standard,

$$
r \cdot r(x)=r \cdot \sum_{n \geq 0} r_{n} x^{n}=\sum_{n \geq 0} r \cdot r_{n} x^{n}
$$

and

$$
r(x)+s(x)=\sum_{n \geq 0} r_{n} x^{n}+\sum_{n \geq 0} s_{n} x^{n}=\sum_{n \geq 0}\left(r_{n}+s_{n}\right) x^{n} .
$$

Thus $\sum_{n \geq 0} r_{n} x^{n}=\sum_{n \geq 0} s_{n} x^{n}$ if and only if $r_{n}=s_{n}$ for all $n \in \mathbb{N}$.
If $r_{1}, \ldots, r_{k} \in R$ and $p_{1}(x)=\sum_{n \geq 0} p_{1 n} x^{n}, \ldots, p_{k}(x)=\sum_{n \geq 0} p_{k n} x^{n} \in R[[x]]$, then the $R$-linear combination of $p_{1}(x), \ldots, p_{k}(x) \in R[[x]]$ with weights $r_{1}, \ldots, r_{k}$ is

$$
r_{1} p_{1}(x)+\cdots+r_{k} p_{k}(x)=\sum_{j=1}^{n} r_{k} p_{k}(x)=\sum_{n \geq 0}\left(r_{1} p_{1 n}+\cdots r_{k} p_{k n}\right) x^{n} .
$$

A sequence $r$ in $R^{\infty}$ is finitely supported or eventually 0 if and only if there exists $N \in \mathbb{N}$ such that $r_{n}=0$ for all $n>N$. Equivalently, this means $r_{n} \neq 0$ only finitely often. Let $R_{0}^{\infty}$ be the set of finitely supported sequences in $R^{\infty}$. Clearly when $R_{0}^{\infty}$ is viewed as a subset of $R^{\infty}$ it is closed under the action by $R$ and the operation of addition. Thus $R_{0}^{\infty}$ is a submodule of $R^{\infty}$.

A power series $g_{r}(x)=\sum_{n \geq 0} r_{n} x^{n} \in R[[x]]$ with coefficient sequence $r=\left(r_{n}\right)_{n \geq 0}$ is said to be a polynomial if and only if $r$ is a finitely supported sequence, say $r_{n}=0$ for $n>N$. We then say that $g_{r}(x)=\sum_{n=0}^{N} r_{n} x^{n}$ is a polynomial in the indeterminate $x$ with coefficients in $R$ or, more simply a polynomial if $x$ and/or $R$ are understood. We let $R[x]$ be the ring of polynomials in indeterminate $x$ with coefficients in $R . R[x]$ is a submodule of $R[[x]]$.

Given a polynomial $r(x)=\sum_{n \geq 0} r_{n} x^{n} \in R[x]$ we define the degree of $r(x)$ in $x$ to be $\operatorname{deg}(r(x))=-\infty$ if $\left(r_{n}\right)_{n \geq 0}$ is the 0 -sequence and $\operatorname{deg}(r(x))=\max \left\{n \in \mathbb{N}: r_{n} \neq 0\right\}$ otherwise. As is well-known,

$$
\operatorname{deg}(r(x)+s(x)) \leq \max (\operatorname{deg}(r(x)), \operatorname{deg}(s(x)))
$$

If $R$ has no zero-divisors, $\operatorname{deg}(\operatorname{ar}(x))=\operatorname{deg}(r(x))$ for all $a \neq 0$ and, more generally,

$$
\operatorname{deg}(r(x) s(x))=\operatorname{deg}(r(x))+\operatorname{deg}(s(x))
$$

If we adopt the convention that $n+-\infty=-\infty$ for all $n \in \mathbb{N}$, then these formulas remain true even if $r(x)$ or $s(x)$ are the zero polynomial. For convenience in writing proofs with polynomials $r(x)$, we identify the formal expressions $r(x)=\sum_{n \geq 0} r_{n} x^{n}=$ $\sum_{n=0}^{N} r_{n} x^{n}$ for all $N \geq \operatorname{deg}(r(x))$.

Given a series $r(x)=\sum_{n \geq 0} r_{n} x^{n} \neq 0$ we define the min-degree min $\operatorname{deg}(r(x))$ to be the minimum value of $k$ such that $r_{k} \neq 0$. Note that min $\operatorname{deg}(r(x) s(x))=$ $\min \operatorname{deg}(r(x))+\min \operatorname{deg}(s(x))$.

We adopt all the customary conventions and notations for elements and operations in $R[x]$. The 0-polynomial is the polynomial $0=\sum_{n=0} 0 x^{n}$. Two polynomials $\sum_{n=0}^{N} r_{n} x^{n}$ and $\sum_{n \geq 0} s_{n} x^{n}$ are equal if and only if $r_{n}=s_{n}$ for all $n$ with $0 \leq n \leq N$. If $r \in R$ then

$$
r \cdot \sum_{n=0}^{N} r_{n} x^{n}=\sum_{n=0}^{N} r \cdot r_{n} x^{n} .
$$

We set

$$
\sum_{n=0}^{N} r_{n} x^{n}+\sum_{n=0}^{N} s_{n} x^{n}=\sum_{n=0}^{N}\left(r_{n}+s_{n}\right) x^{n}
$$

If $r_{1}, \ldots, r_{k} \in R$ and $p_{1}(x)=\sum_{n=0}^{N} p_{1 n} x^{n}, \ldots, p_{k}(x)=\sum_{n=0}^{N} p_{k n} x^{n}$ then the $R$-linear combination of $p_{1}(x), \ldots, p_{k}(x)$ with weights $r_{1}, \ldots r_{k}$ is the polynomial

$$
r_{1} p_{1}(x)+\cdots r_{k} p_{k}(x)=\sum_{j=1}^{k} r_{j} p_{j}(x)=\sum_{n=0}^{N}\left(\sum_{j=1}^{k} r_{j} p_{j n}\right) x^{n}=\sum_{n=0}^{N}\left(r_{1} p_{1 n}+\cdots+r_{k} p_{k n}\right) x^{n} .
$$

If $r=\left(r_{n}\right)_{n \geq 0}$ and $s=\left(s_{n}\right)_{n \geq 0}$ are two sequences in $R^{\infty}$, we define the convolution of $r$ and $s$ to be the sequence $t=r \star s=\left(t_{n}\right)_{n \geq 0}$ in $R^{\infty}$ given by

$$
t_{n}=\sum_{k=0}^{n} r_{k} s_{n-k}
$$

for all $n \geq 0$. Clearly the convolution of two finitely supported sequences is another finite supported sequence so $R_{0}^{\infty}$ is closed under convolution. If $R$ is commutative, we have that $\star$ is a bilinear operation: if $a_{1}, \ldots, a_{k}, b_{1}, \ldots, b_{\ell} \in R, r_{1}, \ldots, r_{k}, s_{1}, \ldots, s_{\ell} \in$ $R^{\infty}$, then $\left(\sum_{i=1}^{k} a_{i} r_{i}\right) \star\left(\sum_{j=1}^{\ell} b_{j} s_{j}\right)=\sum_{i=1}^{k} \sum_{j=1}^{\ell} a_{i} b_{j}\left(r_{i} \star s_{j}\right)$.

If $r(x)=\sum_{n \geq 0} r_{n} x^{n}$ and $s(x)=\sum_{n \geq 0} s_{n} x^{n}$ are two power series in $R[[x]]$, we define their product to be the power series $t(x)=r(x) s(x)=\sum_{n>0} t_{n} x^{n}$ where the sequence $\left(t_{n}\right)_{n \geq 0}$ is the convolution of the sequences $\left(r_{n}\right)_{n \geq 0}$ and $\left(s_{n}\right)_{n \geq 0}$. Thus we write

$$
r(x) s(x)=\sum_{n \geq 0}\left(\sum_{k=0}^{n} r_{k} s_{n-k}\right) x^{n} .
$$

Note that for generating functions we have $g_{r \star s}(x)=g_{r}(x) g_{s}(x)$.
Note that the result of the action of $r$ on the power series $r(x)=\sum_{n \geq 0} r_{n} x^{n}$ defined as $r \cdot r(x)=\sum_{n \geq 0} r \cdot r_{n} x^{n}$ is also the product of the constant series $r$ and $r(x)$. Since $R_{0}^{\infty}$ is closed under convolution, $R[x]$ is closed under taking products.

From now on we assume that $R$ is a commutative ring with identity. Most often, we will consider the rings $\mathbb{Z}, \mathbb{Q}, \mathbb{R}, \mathbb{C}$. It is a standard theorem that if $R$ is a commutative ring, then $R[[x]]$ and $R[x]$ are commutative rings with respect to addition (defined before) and this product, see (Sta12].

It is a standard fact in algebra that if $R$ is commutative and $x_{0} \in R$, then the substitution map $\phi_{x_{0}}: R[x] \rightarrow R$ given by $\phi_{x_{0}}(r(x))=r\left(x_{0}\right)=\sum_{n=0}^{N} r_{n} x_{0}^{n}$ (where $\left.r(x)=\sum_{n=0}^{N} r_{n} x^{n}\right)$ is a ring homomorphism.

Recall that the members of $R[[x]]$ are defined to be formal objects. Even if $R$ is a subring of $\mathbb{C}$, we are generally not concerned with any issues of the convergence of a specific power series in $R[[x]]$ at a specific value of $x \in R$. However, if $r(x)=\sum_{n \geq 0} r_{n} x^{n}$
we will find it convenient to write $r(0)=r_{0}$. Note that, with this convention, if $t(x)=r(x) s(x)$ then $t_{0}=t(0)=r(0) s(0)=r_{0} s_{0}$ and so the substitution map $\phi_{0}(r(x))=r(0)=r_{0}$ is a ring homomorphism from $R[[x]]$ to $R$.

We will sometimes write infinite sums of elements in $R[[x]]$. We will only do this if the sum is well-defined, i.e. the process for determining the $n$th coefficient of the sum is finite.

For example, if $r(x)=\sum_{n \geq 0} r_{n} x^{n}$ and $p(x)=\sum_{n \geq 0} p_{n} x^{n}$ with $p_{0}=p(0)=0$ we will write $s(x)=r(p(x))=\sum_{n \geq 0} r_{n} p^{n}(x)$. We have that $s(x)$ is well-defined. Since $p(0)=0$, we have min $\operatorname{deg} p(x) \geq 1$ and so $\min \operatorname{deg} p^{k}(x) \geq k(\min \operatorname{deg} p(x)) \geq k$. Thus we have $\left[x^{n}\right] p^{j}(x)=0$ for all $j>n$ and so $\left[x^{n}\right] \sum_{j>n} r_{j} p^{j}(x)=0$. Thus

$$
\left[x^{n}\right] s(x)=\left[x^{n}\right] \sum_{j=0}^{n} r_{j} p^{j}(x)
$$

is determined by a finite number of additions and multiplications in $R$ involving the coefficients of $r(x)$ and $p(x)$.

If $p(x) \in R[[x]]$ and $p(0)=0$ we define the substitution $\operatorname{map} \phi_{p(x)}: R[[x]] \rightarrow R[[x]]$ by $\phi_{p(x)}(r(x))=r(p(x))$ where $r(p(x))$ is as defined in the previous paragraph.

Theorem 4.2. Let $R$ be a commutative ring and let $p(x) \in R[[x]]$ with $p(0)=0$. Then the substitution map $\phi_{p(x)}: R[[x]] \rightarrow R[[x]]$ is a ring homomorphism.

Proof. It has already been proven that $\phi_{p(x)}$ is a well-defined map. Let $r(x)=$ $\sum_{n \geq 0} r_{n} x^{n}$ and $s(x)=\sum_{n \geq 0} s_{n} x^{n}$ be two series in $R[[x]]$. Then $\phi_{p(x)}(r(x)+s(x))=$ $\phi_{p(x)}\left(\sum_{n \geq 0}\left(r_{n}+s_{n}\right) x^{n}\right)=\sum_{n \geq 0}\left(r_{n}+s_{n}\right) p^{n}(x)=\sum_{n \geq 0} r_{n} p^{n}(x)+\sum_{n \geq 0} s_{n} p^{n}(x)=$ $\phi_{p(x)}(r(x))+\phi_{p(x)}(s(x))$. Also we have

$$
\begin{gathered}
\phi_{p(x)}(r(x) s(x))=\phi_{p(x)}\left(\sum_{n \geq 0}\left(\sum_{j=0}^{n} r_{j} s_{n-j}\right) x^{n}\right) \\
=\sum_{n \geq 0}\left(\sum_{j=0}^{n} r_{j} s_{n-j}\right) p^{n}(x) \\
=\sum_{n \geq 0} \sum_{j=0}^{n}\left(r_{j} p^{j}(x)\right)\left(s_{n-j} p^{n-j}(x)\right) \\
=\left(\sum_{n \geq 0} r_{n} p^{n}(x)\right)\left(\sum_{n \geq 0} s_{n} p^{n}(x)\right) \\
=\phi_{p(x)}(r(x)) \phi_{p(x)}(s(x)) .
\end{gathered}
$$

### 4.2.2 Reciprocals and The Geometric Series

A reciprocal or multiplicative inverse of $p(x) \in R[[x]]$ is a power series $q(x)$ such that $q(x) p(x)=p(x) q(x)=1$. If $q(x)$ is the reciprocal of $p(x)$, then we write $q(x)=1 / p(x)$ or $q(x)=(p(x))^{-1}$.

Theorem 4.3. Let $R$ be a commutative ring. An element $p(x) \in R[[x]]$ has a reciprocal if and only if $p(0)$ is a unit in $R$. In this case the reciprocal $q(x)=\sum_{k \geq 0} q_{k} x^{k}$ is unique and $q_{k}$ can be recursively defined by $q_{0}=1 / p_{0}$ and

$$
q_{k}=-\left(1 / p_{0}\right) \sum_{j=1}^{k} p_{j} q_{k-j}
$$

for all $k>0$.
Proof. Suppose $p(0)$ is not a unit. Then there is no series $q(x)$ such $u(x)=p(x) q(x)=$ 1. If there were, then we would have $1=u(0)=p(0) q(0)$ which would contradict the assumption that $p(0)$ is not a unit.

Suppose now that $p_{0}=p(0)$ is a unit. We now show that there is a unique series $q(x)$ such that $u(x)=p(x) q(x)=1$. If $q(x)$ satisfies that equation, we prove, by induction on $k$, that $q_{k}=\left[x^{k}\right] q(x)$ is uniquely defined by the recursive process given in the statement of the theorem.

We must have $1=u(0)=p(0) q(0)=p_{0} q_{0}$. Thus $q_{0}=1 / p_{0}$ is the unique inverse of $p_{0}$ in $R$ and $q_{k}$ is uniquely defined for $k=0$. Suppose now that for some $k \geq 1, q_{j}$ is uniquely defined for $0 \leq j<k$. We will show that $q_{k}$ is also uniquely defined by the given formula, completing the proof by induction.

For $k \geq 1$ we have

$$
0=\left[x^{k}\right] u(x)=\sum_{j=0}^{k} p_{j} q_{k-j}=p_{0} q_{k}+\sum_{j=1}^{k} p_{j} q_{k-j} .
$$

We solve this equation for $q_{k}=-\left(1 / p_{0}\right) \sum_{j=1}^{k} p_{j} q_{k-j}$. Now for all $j$ with $1 \leq j \leq k$ we have $0 \leq k-j<k$ and so $q_{k-j}$ is uniquely defined. This means that $q_{k}$ is uniquely defined as well.

If $R$ is a commutative ring with identity, we adopt the convention that $q^{0}(x)=1$ for all $q(x) \in R[[x]]$.

Theorem 4.4 (The geometric series). If $R$ is a commutative ring with identity, then the reciprocal of $p(x)=1-x$ is the series $q(x)=1 /(1-x)=\sum_{n \geq 0} x^{n}$.

Proof. By Theorem 4.3 we know that $p(x)=1-x$ has a unique reciprocal $q(x)$ since $p(0)=1$ is a unit. We use the formulas given in that theorem to determine the unique sequence of coefficients of $q(x)=\sum_{n \geq 0} q_{n} x^{n}$. We show, by induction on $k$, that $q_{k}=1$ for all $k$. We have $q_{0}=1 / p_{0}=1$. For $k \geq 1$ we have

$$
q_{k}=-\left(1 / p_{0}\right) \sum_{j=1}^{k} p_{j} q_{k-j}=-\left(1 / p_{0}\right) p_{1} q_{k-1}=q_{k-1}=1
$$

This follows by the facts that $p_{0}=1$ and $p_{1}=-1$ and $p_{j}=0$ for $j>1$.
We can also prove this statement by a "guess and verify" approach. As before, we know from Theorem 4.3 that $p(x)$ has a unique reciprocal. We now set $q(x)=\sum_{n \geq 0} x^{n}$ and verify that $p(x) q(x)=1$, thereby proving that $q(x)$ is the reciprocal of $p(x)$. We have

$$
u(x)=p(x) q(x)=(1-x) \sum_{n \geq 0} x^{n}=1 \sum_{n \geq 0} x^{n}-x \sum_{n \geq 0} x^{n}
$$

since $R[[x]]$ is a ring and hence has the distributive property. Thus

$$
u(x)=\sum_{n \geq 0} x^{n}-\sum_{n \geq 0} x^{n+1}=\sum_{n \geq 0} x^{n}-\sum_{n \geq 1} x^{n}=1
$$

Theorem 4.5. Let $R$ be a commutative ring with identity. If $p(x) \in R[[x]]$ and $p_{0}=p(0)$ is a unit then the reciprocal of $p(x)$ is given by the formula

$$
\frac{1}{p(x)}=\frac{1}{p_{0}} \sum_{n \geq 0}\left(\frac{1}{p_{0}}\right)^{n} q^{n}(x)
$$

where $q(x)=-\left(p(x)-p_{0}\right)$.
Proof. We have $p(x)=p_{0}-q(x)$ so

$$
\begin{gathered}
\frac{1}{p(x)}=\frac{1}{p_{0}-q(x)}=\frac{1}{p_{0}\left(1-\frac{1}{p_{0}} q(x)\right)}=\frac{1}{p_{0}} \frac{1}{1-\frac{1}{p_{0}} q(x)} \\
=\frac{1}{p_{0}} \phi_{\frac{1}{p_{0}} q(x)}\left(\frac{1}{1-x}\right) \\
=\frac{1}{p_{0}} \phi_{\frac{1}{p_{0}} q(x)}\left(\sum_{n \geq 0} x^{n}\right)
\end{gathered}
$$

For the last equality, we use the geometric series expansion for $1 /(1-x)$ given in Theorem 4.4. Note that the substitution map $\phi_{Q(x)}$ we used, with $Q(x)=\frac{1}{p_{0}} q(x)$, is well-defined as $Q(0)=\left(1 / p_{0}\right) q(0)=0$, since $q(0)=-\left(p(0)-p_{0}\right)=0$.

Applying the substitution map in the last equation, we get

$$
\frac{1}{p(x)}=\frac{1}{p_{0}} \sum_{n \geq 0}\left(\frac{1}{p_{0}}\right)^{n} q^{n}(x)
$$

as claimed.

Corollary 4.6. Let $R$ be a commutative ring with identity. Let $p(x) \in R[[x]]$ with $p(0)=0$. Then we have the following formulas:

$$
\begin{gathered}
\frac{1}{1-p(x)}=\sum_{n \geq 0} p^{n}(x), \\
\frac{1}{1+p(x)}=\sum_{n \geq 0}(-1)^{n} p^{n}(x) .
\end{gathered}
$$

Proof. If one applies Theorem 4.5 to the right-hand sides of the equations above, one gets $q(x)=p(x)$ for the first equation and $q(x)=-p(x)$ for the second.

### 4.2.3 Recurrences and Rational Functions

Let $R$ be a commutative ring with identity and let $k$ be a positive integer. A sequence $r=\left(r_{n}\right)_{n \geq 0} \in R^{\infty}$ is a linear recurrence of order $k$ if and only if there are ring elements $q_{1}, \ldots, q_{k}$ with $q_{k} \neq 0$ such that $r_{n}=q_{1} r_{n-1}+q_{2} r_{n-2}+\cdots+q_{k} r_{n-k}=\sum_{j=1}^{k} q_{j} r_{n-j}$ for all $n \geq k$. This formula for $r_{n}$ with $n \geq k$ is called a recurrence relation. The constants, $q_{1}, \ldots, q_{k}$ are called the coefficients of the recurrence relation. The terms $r_{0}, \ldots, r_{k-1}$ of $r$ are called the initial terms of the sequence. Note that once the order, the coefficients, and the initial terms of a linear recurrence are specified, the rest of the terms, i.e. $r_{n}$ for $n \geq k$, are uniquely determined, inductively, by substituting previously computed values $r_{n-1}, \ldots, r_{n-k}$ into the recurrence relation to obtain $r_{n}$.

If $q_{1}, \ldots, q_{k} \in R$ and $q_{k} \neq 0$, let

$$
L_{k}\left(R ; q_{1}, \ldots, q_{k}\right)
$$

be the set of linear recurrences of order $k$ in $R$ with coefficients $q_{1}, \ldots, q_{k}$. Let

$$
L_{k}(R)=\bigcup\left\{L_{k}\left(R ; q_{1}, \ldots, q_{k}\right): q_{1}, \ldots, q_{k} \in R, q_{k} \neq 0\right\}
$$

be the set of linear recurrences of order $k$. Let

$$
L(R)=\bigcup_{k \geq 1} L_{k}(R)
$$

be the set of linear recurrences. Let

$$
G_{k}\left(R, q_{1}, \ldots, q_{k}\right)=\left\{g_{r}(x): r \in L_{k}\left(R ; q_{1}, \ldots, q_{k}\right)\right\}
$$

be the set of generating functions of linear recurrences in $L_{k}\left(R ; q_{1}, \ldots, q_{k}\right)$. We define $G_{k}(R)$ and $G(R)$ analogously.

The characteristic polynomial of a linear recurrence $r$ with coefficients $q_{1}, \ldots, q_{k}$ with $q_{k} \neq 0$ is defined to be

$$
q_{r}(x)=1-\sum_{j=1}^{k} q_{j} x^{j} .
$$

Note, that our definition is distinct from the common definition that $p(x)=x^{k} q(1 / x)=$ $x^{k}-\sum_{j=1}^{k} q_{j} x^{k-j}$ is the characteristic polynomial. We use our definition as it leads to nicer phrasings of our theorems. We will also write

$$
L(R, q(x))=L_{k}\left(R ; q_{1}, \ldots, q_{k}\right)
$$

for the set of linear recurrences with characteristic polynomial $q(x)$ and

$$
G(R, q(x))=G_{k}\left(R ; q_{1}, \ldots, q_{k}\right)
$$

for the corresponding set of generating functions.
Theorem 4.7. Fix a degree $k$ characteristic polynomial $q(x)=1-\sum_{j=1}^{k} q_{j} x^{j} \in R[x]$ with $q_{k} \neq 0$. Then we have the following statements.

1. If $r=\left(r_{n}\right)_{n \geq 0}$ is a linear recurrence with characteristic polynomial $q(x)$ and $k$-tuple $\left(r_{0}, \ldots, r_{k-1}\right) \in R^{k}$ of initial terms, then there is a unique $k$-tuple of coefficients $\left(p_{0}, \ldots, p_{k-1}\right) \in R^{k}$ such that

$$
g_{r}(x)=\sum_{n \geq 0} r_{n} x^{n}=\frac{\sum_{n=0}^{k-1} p_{n} x^{n}}{q(x)}
$$

2. Conversely, if $\left(p_{0}, \ldots, p_{k-1}\right) \in R^{k}$ is a $k$-tuple of coefficients, then there is a unique $k$-tuple $\left(r_{0}, \ldots, r_{k-1}\right) \in R^{k}$ such that if $r=\left(r_{n}\right)_{n \geq 0}$ is the linear recurrence with characteristic polynomial $q(x)$ and sequence of initial terms $\left(r_{0}, \ldots, r_{k-1}\right)$ then, again,

$$
g_{r}(x)=\sum_{n \geq 0} r_{n} x^{n}=\frac{\sum_{n=0}^{k-1} p_{n} x^{n}}{q(x)} .
$$

3. The correspondences between $k$-tuples of initial terms $\left(r_{0}, \ldots, r_{k-1}\right) \in R^{k}$ and $k$-tuples of coefficients $\left(p_{0}, \ldots, p_{k}\right) \in R^{k}$ described in statements 1 and 2 are bijective linear maps given by

$$
p_{i}=r_{i}-\sum_{j=1}^{i} q_{i} r_{i-j}, \text { for all } 0 \leq i<k
$$

Proof. Extend the definition of the sequence $q_{j}$ to $q_{j}=0$ for $j \geq k$ so that $q(x)=$ $1-\sum_{j \geq 1} q_{j} x^{j}$. We have

$$
\frac{\sum_{n=0}^{k-1} p_{n} x^{n}}{q(x)}=\sum_{n \geq 0} r_{n} x^{n}
$$

if and only if

$$
\sum_{i=0}^{k-1} p_{i} x^{i}=\left(1-\sum_{j \geq 1} q_{j} x^{j}\right) \sum_{n \geq 0} r_{n} x^{n}=\sum_{i \geq 0}\left(r_{i}-\sum_{j=1}^{i} q_{i} r_{i-j}\right) x^{i} .
$$

Since series can only be equal if they are equal term by term we see that this last statement is true if and only if $r_{i}=\sum_{j=1}^{i} q_{i} r_{i-j}$ for $i \geq k$ (i.e. $\left(r_{n}\right)_{n \geq 0}$ is a recurrence with characteristic polynomial $q(x))$ and $p_{i}=r_{i}-\sum_{j=1}^{i} q_{i} r_{i-j}$ for $0 \leq i<k$ (i.e. the equations in statement 3 ).

Clearly the equations map $\left(r_{0}, \ldots, r_{k-1}\right)$ linearly and uniquely to $\left(p_{0}, \ldots, p_{k-1}\right)$. They are also invertible. This is because if $\left(p_{0}, \ldots, p_{k-1}\right)$ is fixed, then $\left(r_{0}, \ldots, r_{k-1}\right)$ is also uniquely determined by the system as we may use the equations in order of increasing $i$ with $0 \leq i \leq k-1$ to recursively solve for the $r_{i}$ in terms of the $p_{i}$.

If $q(x) \in R[x]$ has $\operatorname{deg}(q(x)) \geq 1$ and $q(0)=1$, let

$$
\mathcal{R}(R, q(x))=\{p(x) / q(x): p(x) \in R[x], \operatorname{deg}(p(x))<\operatorname{deg}(q(x))\} .
$$

Theorem 4.7 has the following corollary.
Corollary 4.8. If $R=\mathbb{Z}, \mathbb{Q}$, or $\mathbb{R}$, we have that the sequences in $L(R, q(x))$ are in one-to-one correspondence with the rational functions in $\mathcal{R}(R, q(x))$. The generating function of each sequence $r \in L(R, q(x))$ is a rational function $p(x) / q(x) \in \mathcal{R}(R, q(x))$ and each rational function $p(x) / q(x) \in \mathcal{R}(R, q(x))$ is the generating function of a sequence $r \in L(R, q(x))$.

Theorem 4.9. Given a characteristic polynomial $q(x)$, the set of linear recurrences $L(R, q(x))$ is closed under $R$-linear combinations. The set $L(R)$ of general linear recurrences is closed under linear combinations and convolutions.

Proof. By Theorem 4.7, if $r, s \in L(R, q(x))$ then there are polynomials $p_{r}(x), p_{s}(x)$ of degree less than $\operatorname{deg}(q(x))$ such that

$$
g_{r}(x)=\frac{p_{r}(x)}{q(x)}, \quad \text { and } g_{s}(x)=\frac{p_{s}(x)}{q(x)} .
$$

But then, if $a, b \in R$,

$$
g_{a r+b s}(x)=a g_{r}(x)+b g_{s}(x)=\frac{a p_{r}(x)+b p_{s}(x)}{q(x)} .
$$

Since $\operatorname{deg}\left(a p_{r}(x)+b p_{s}(x)\right)<\operatorname{deg}(q(x))$, ar $+b s \in L(R, q(x))$ as well.
Suppose now that $r, s \in L(R)$. Then $r \in L\left(R, q_{r}(x)\right)$ and $s \in L\left(R, q_{s}(x)\right)$ where $q_{r}(x)$ and $q_{s}(x)$ are characteristic polynomials. In particular, we have $q_{r}(0)=q_{s}(0)=$ 1. Also there are polynomials $p_{r}(x)$ and $p_{s}(x)$ with $\operatorname{deg}\left(p_{r}(x)\right)<\operatorname{deg}\left(q_{r}(x)\right)$ and $\operatorname{deg}\left(p_{s}(x)\right)<\operatorname{deg}\left(q_{s}(x)\right)$ such that

$$
g_{r}(x)=\frac{p_{r}(x)}{q_{r}(x)} \text { and } g_{s}(x)=\frac{p_{s}(x)}{q_{s}(x)} .
$$

Let $a, b \in R$. Then

$$
g_{a r+b s}=a g_{r}(x)+b g_{s}(x)=\frac{a p_{r}(x) q_{s}(x)+b p_{s}(x) q_{r}(x)}{q_{r}(x) q_{s}(x)}
$$

Note that $Q(0)=q_{r}(0) q_{s}(0)=1$ so $Q(x)=q_{r}(x) q_{s}(x)$ is a characteristic polynomial.
Let $P(x)=a p_{r}(x) q_{s}(x)+b p_{s}(x) q_{r}(x)$. We have

$$
\operatorname{deg}(P(x)) \leq \max \left(\operatorname{deg}\left(p_{r}(x) q_{s}(x)\right), \operatorname{deg}\left(p_{s}(x) q_{r}(x)\right)\right)
$$

Note that $\operatorname{deg}\left(p_{r}(x) q_{s}(x)\right)=\operatorname{deg}\left(p_{r}(x)\right)+\operatorname{deg}\left(q_{s}(x)\right)<\operatorname{deg}\left(q_{r}(x)\right)+\operatorname{deg}\left(q_{s}(x)\right)=$ $\operatorname{deg}\left(q_{r}(x) q_{s}(x)\right)=\operatorname{deg}(Q(x))$ and similarly $\operatorname{deg}\left(p_{s}(x) q_{r}(x)\right)<\operatorname{deg}(Q(x))$ as well. Thus $\operatorname{deg}(P(x))<\operatorname{deg}(Q(x))$ and $a r+b s \in L(R, Q(x))$ is a linear recurrence with characteristic polynomial $Q(x)$.

Let $t=r \star s$ be the convolution of $r$ and $s$. Then

$$
g_{t}(x)=g_{r}(x) g_{s}(x)=\frac{p_{r}(x) p_{s}(x)}{Q(x)} .
$$

Since $\operatorname{deg}\left(p_{r}(x) p_{s}(x)\right)=\operatorname{deg}\left(p_{r}(x)\right)+\operatorname{deg}\left(p_{s}(x)\right)<\operatorname{deg}\left(q_{r}(x)\right)+\operatorname{deg}\left(q_{s}(x)\right)=\operatorname{deg}(Q(x))$ we have that $t \in L(R, Q(x))$.

### 4.2.4 The Rational Non-Negativity Problem

If $p(x)=\sum_{n \geq 0} p_{n} x^{n}$ and $q(x)=\sum_{n \geq 0} q_{n} x^{n}$ are two series in $\mathbb{R}[[x]]$, we say $p(x)$ is dominated by $q(x)$ if and only if $p_{n} \leq q_{n}$ for all $n \geq 0$. We denote this by $p(x) \sqsubseteq q(x)$ or $q(x) \sqsupseteq p(x)$. Alternatively, we say $q(x)$ dominates $p(x)$.

We say $p(x)$ is non-negative if $p_{n} \geq 0$ for all $n \geq 0$. This is equivalent to $p(x) \sqsupseteq 0=\sum_{n \geq 0} 0 x^{n}$.

The following lemma describes situations under which non-negativity is closed.
Lemma 4.10. Let $p(x), q(x) \sqsupseteq 0$. Then we have the following statements.

1. For all $a, b \in \mathbb{R}$ with $a, b \geq 0$ we have $a p(x)+b q(x) \sqsupseteq 0$
2. We have $p(x) q(x) \sqsupseteq 0$.
3. If $q(0)=0$ we have $p(x) /(1-q(x)) \sqsupseteq 0$.

Proof. The first statement is trivial. For the second, note that $p(x) q(x)=\sum_{n \geq 0} t_{n} x^{n}$ where $t_{n}=\sum_{k=0}^{n} p_{k} q_{n-k} \geq 0$.

For the third statement, note that by Corollary 4.6 we have

$$
s(x)=\frac{p(x)}{1-q(x)}=p(x) \sum_{n \geq 0} q^{n}(x)=\sum_{n \geq 0} p(x) q^{n}(x) .
$$

Since $\min \operatorname{deg}(q(x)) \geq 1, \min \operatorname{deg} p(x) q^{n}(x)=\min \operatorname{deg}(p(x))+n \cdot \min \operatorname{deg}(q(x)) \geq n$. Thus $\left[x^{k}\right] p(x) q^{n}(x)=0$ for $n>k$. Thus we have that the coefficient $\left[x^{k}\right] t(x)=$ $\left[x^{k}\right] \sum_{n=0}^{k} p(x) q^{n}(x)$. But $p(x) q^{k}(x)$ is non-negative for all $k$, so the coefficient in question is non-negative.

With this in mind we introduce the Rational Non-Negativity Problem.
The Rational Non-Negativity Problem is to decide, when given $p(x), q(x) \in \mathbb{Q}[x]$ with $q(0)=1$ whether $p(x) / q(x) \sqsupseteq 0$. The integer case of this problem is the restriction of the polynomials to $\mathbb{Z}[x]$.

Theorem 4.11. The Positivity Problem reduces to the Rational Non-Negativity problem. This is also true for the integer cases of these problems.

Proof. If there is a decision procedure for the Rational Non-Negativity Problem we can use it to design a decision procedure for the Positivity Problem. Suppose a linear recurrence $r$ in $\mathbb{Q}($ or $\mathbb{Z})$ is given with characteristic polynomial $q(x) \in \mathbb{Q}[x]$ (or $\mathbb{Z}[x]$ ). Then by Theorem 4.7 and Corollary 4.8 we can explicitly determine a polynomial $p(x) \in \mathbb{Q}[x]$ (or $\mathbb{Z}[x]$ ) so that the generating function for $r$ is $p(x) / q(x)$. The non-negativity of $r$ is thus equivalent to the non-negativity of $p(x) / q(x)$. We can then answer this via the hypothetical decision procedure we have for these rational functions.

### 4.3 Reductions

### 4.3.1 Reduction to the Integer Case

The following reduction is often stated in the folklore of the Skolem and Positivity Problems.

Theorem 4.12. The Skolem and Positivity Problems reduce to their integer cases.
Proof. Given a linear recurrence $\left(r_{n}\right)_{n \geq 0}$ in $\mathbb{Q}$, there is a positive integer $B$ such that the sequence $R_{n}=B^{n+1} r_{n}$ is a recurrence in $\mathbb{Z}$ with coefficients in $\mathbb{Z}$.

Indeed, suppose $q_{1}=a_{1} / b_{1}, \ldots, q_{k}=a_{k} / b_{k}$ and $r_{0}=A_{0} / B_{0}, \ldots, r_{k-1}=A_{k-1} / B_{k-1}$ are rational numbers where $a_{i}, b_{i}, A_{i}, B_{i}$ are integers with $b_{i}, B_{i}>0$ and suppose

$$
r_{n}=\sum_{i=1}^{k} q_{i} r_{n-i}
$$

for $n \geq k$.
Let $B=\prod_{i=1}^{k} b_{i} \prod_{j=0}^{k-1} B_{j}$. Then we have

$$
R_{n}=B^{n+1} r_{n}=\sum_{i=1}^{k} B^{i} q_{i} B^{n-i+1} r_{n}=\sum_{i=1}^{k} B^{i} q_{i} R_{n-i}
$$

The coefficients $q_{i} B^{i}=a_{i} B^{i} / b_{i}$ of this recurrence are integers as $i \geq 1$ and $b_{i}$ is a factor of $B$. The initial terms $R_{i}=B^{i+1} r_{i}=B^{i+1} A_{i} / B_{i}$ are also integers as $i \geq 0$ and $B_{i}$ is a factor of $B$.

If we have a decision procedure for the integer case, we can transform an input rational recurrence $r_{n}$ to an integer recurrence $R_{n}=B^{n+1} r_{n}$ and apply the decision procedure to that. Since $r_{n}=0$ if and only if $R_{n}=0$ and $r_{n} \geq 0$ if and only if $R_{n} \geq 0$ we will have also decided the Skolem Problem or Positivity Problem for $r_{n}$.

### 4.3.2 Closure Under The Hadamard Product

Given two linear recurrences $r=\left(r_{n}\right)_{n \geq 0}$ and $s=\left(s_{n}\right)_{n \geq 0}$ in a ring $R$, the Hadamard product of $r$ and $s$ is the sequence $t=\left(t_{n}\right)_{n \geq 0}$ defined by $t_{n}=r_{n} s_{n}$ for $n \geq 0$. See Sta12. We write $t=r \cdot s$ for the Hadamard product. We have the following closure result on the Hadamard product.

Theorem 4.13 (Hadamard Products of Complex Recurrences). If r and $s$ are linear recurrences in $\mathbb{C}$ of orders $k$ and $\ell$ then the Hadamard product $t=r \cdot s$ is a linear recurrence in $\mathbb{C}$ of order $k \ell$ or less.

The standard proof of this theorem uses the following result, found in Sta12].
Theorem 4.14. Let $q(x)=1-\sum_{i=1}^{k} q_{i} x^{i} \in \mathbb{C}[x]$ with $q_{k} \neq 0$ be a characteristic polynomial of degree $k$. Let $\gamma_{1}, \ldots, \gamma_{\ell}$ with $1 \leq \ell \leq k$ be distinct non-zero complex numbers and let $m_{1}, \ldots, m_{\ell}$ be positive integers with $\sum_{i=1}^{\ell} m_{i}=k$ such that

$$
q(x)=\prod_{i=1}^{\ell}\left(1-\gamma_{i} x\right)^{m_{i}}
$$

Then $r_{n}$ is a linear recurrence in $\mathbb{C}$ with characteristic polynomial $q(x)$ if and only if there exist polynomials $p_{1}(x), \ldots, p_{\ell}(x) \in \mathbb{C}[x]$ with $\operatorname{deg}\left(p_{i}(x)\right)<m_{i}$ such that

$$
r_{n}=\sum_{i=1}^{\ell} p_{i}(n) \gamma_{i}^{n}
$$

for all $n \geq 0$.
Proof. (of Theorem 4.13) Let $q(x)=\prod_{i=1}^{\ell}\left(1-\gamma_{i} x\right)^{m_{i}}$ be the characteristic polynomial for the recurrence $r$ and let $Q(x)=\prod_{j=1}^{L}\left(1-\Gamma_{j} x\right)^{M_{j}}$ be the characteristic polynomial for $s$. Then by Theorem 4.14,

$$
r_{n}=\sum_{i=1}^{\ell} p_{i}(n) \gamma_{i}^{n}
$$

and

$$
s_{n}=\sum_{j=1}^{L} P_{j}(n) \Gamma_{j}^{n}
$$

for all $n \geq 0$ where we have $\operatorname{deg}\left(p_{i}(x)\right)<m_{i}$ for $1 \leq i \leq \ell$ and $\operatorname{deg}\left(P_{j}(x)\right)<M_{j}$ for $1 \leq i \leq L$. Thus

$$
t_{n}=r_{n} s_{n}=\sum_{i, j} p_{i}(n) P_{j}(n)\left(\gamma_{i} \Gamma_{j}\right)^{n}
$$

Let $h(x)=\prod_{i, j}\left(1-\gamma_{i} \Gamma_{j} x\right)^{m_{i} M_{j}}$. Note that $\operatorname{deg}\left(p_{i}(x) P_{j}(x)\right)=\operatorname{deg}\left(p_{i}(x)\right)+\operatorname{deg}\left(P_{j}(x)\right) \leq$ $\left(m_{i}-1\right)+\left(M_{j}-1\right) \leq m_{i} M_{j}-1$. Note that the last inequality is equivalent to $\left(m_{i}-1\right)\left(M_{i}-1\right) \geq 0$ which is true since $m_{i}, M_{j} \geq 1$. Thus Theorem 4.14 tells us that $t_{n}$ is a linear recurrence in $\mathbb{C}$ with characteristic polynomial $h(x)$. Note that $\operatorname{deg}(h(x))=\sum_{i, j} m_{i} M_{j}=\sum_{i} m_{i} \sum_{j} M_{j}=\operatorname{deg}(q(x)) \operatorname{deg}(Q(x))$.

We have the following theorem.

Theorem 4.15 (Hadamard Products of Integer Recurrences). If $r$ and $s$ are linear recurrences in $\mathbb{Z}$ of orders $k$ and $\ell$, then the Hadamard product $t=r \cdot s$ is a linear recurrence in $\mathbb{Z}$ of order $k \ell$ or less.

This is often stated without proof in the literature and it is surprisingly difficult to find a proof. We failed to find one. There is an outline of a proof in Yua but it is missing the complete proof of significant details. We build that argument into a complete proof here.

Proof. Set the same notation as in the proof of Theorem4.13. Given a characteristic function $q(x)=1-\sum_{i=1}^{k} q_{i} x^{i}$, we form the $k \times k$ companion matrix $M(q)$ defined by

$$
M(q)=\left[\begin{array}{rrrrr}
0 & 1 & & & \\
& 0 & \ddots & & \\
& & \ddots & 1 & \\
& & & 0 & 1 \\
q_{k} & q_{k-1} & \cdots & q_{2} & q_{1}
\end{array}\right]
$$

All missing matrix entries in the above definition are taken to be 0's. It is easy to prove $q(x)=\operatorname{det}(I-M(q) x)$ by induction on $k$.

Since the roots of $q(x)=\prod_{i=1}^{\ell}\left(1-\gamma_{i} x\right)^{m_{i}}$ are $1 / \gamma_{i}$ with multiplicity $m_{i}$ each $\gamma_{i}$ is an eigenvalue of $M(q)$ of multiplicity $m_{i}$. Indeed, note that $\operatorname{det}\left(I-M(q)\left(1 / \gamma_{i}\right)\right)=0$ implies that $I-M(q)\left(1 / \gamma_{i}\right)$ is singular and there is a non-zero vector $v$ such that $\left(I-M(q)\left(1 / \gamma_{i}\right)\right) v=0$, or $M(q) v=\gamma_{i} v$.

The matrix $M(q)$ is similar to a matrix $J(q)=A(q) M(q) A^{-1}(q)$ in Jordan canonical form. This matrix $J(q)$ will be upper triangular with $m_{i}$ copies of $\gamma_{i}$ for each $1 \leq i \leq \ell$ down its diagonal. Similarly $J(Q)=A(Q) M(Q) A^{-1}(Q)$ will have $M_{j}$ copies of $\Gamma_{j}$ for each $1 \leq j \leq L$ down its diagonal. Consider $h(x)=\operatorname{det}(I-M(q) \otimes M(Q) x)$ where $\otimes$ is the matrix tensor product.

We have

$$
\begin{gathered}
h(x)=\operatorname{det}\left((A(q) \otimes A(Q))(I-M(q) \otimes M(Q) x)(A(q) \otimes A(Q))^{-1}\right) \\
=\operatorname{det}\left(I-(A(q) \otimes A(Q))(M(q) \otimes M(Q))\left(A^{-1}(q) \otimes A^{-1}(Q) x\right)\right. \\
=\operatorname{det}\left(I-\left(A(q) M(q) A^{-1}(q) \otimes A(Q) M(Q) A^{-1}(Q) x\right)\right. \\
=\operatorname{det}(I-J(q) \otimes J(Q) x)
\end{gathered}
$$

Since $J(q) \otimes J(Q)$ will be upper triangular and will have $m_{i} M_{j}$ copies of $\gamma_{i} \Gamma_{j}$ down its diagonal for $1 \leq i \leq \ell$ and $1 \leq j \leq L, h(x)=\prod_{i, j}\left(1-\gamma_{i} \Gamma_{j} x\right)^{m_{i} M_{j}}$.

The proof of Theorem 4.13 tell us that $t=r \cdot s$ is a linear recurrence with characteristic polynomial $h(x)$. Since $q(x)$ and $Q(x)$ are integer polynomials, $M(q)$
and $M(Q)$ are integer matrices and $h(x)=\operatorname{det}(I-M(q) \otimes M(Q) x)$ is an integer polynomial. Thus the recurrence relation that $t$ satisfies has integer coefficients, the coefficients of $h(x)$. Since $r_{n}$ and $s_{n}$ are integer sequences then so is $t_{n}$, and so $t_{n}$ is an integer linear recurrence.

### 4.3.3 Reduction to the Integer Case of the Positivity Problem

The following reduction is also often asserted in the literature, without a full proof.
Theorem 4.16. The integer case of the Skolem Problem reduces to the integer case of the Positivity Problem.

Proof. Let $\left(r_{n}\right)_{n \geq 0}$ be an integer linear recurrence of order $k$. We construct another integer linear recurrence $\left(R_{n}\right)_{n \geq 0}$, given by $R_{n}=r_{n}^{2}-1$. Then clearly $R_{n}=-1<0$ if and only if $r_{n}=0$. So $\left(r_{n}\right)_{n \geq 0}$ never has a zero if and only if $\left(R_{n}\right)_{n \geq 0}$ is always non-negative.

Since $r_{n}^{2}$ is the Hadamard product of $r_{n}$ with itself, the proof of Theorem 4.15 constructs $h(x) \in \mathbb{Z}[x]$ of degree $k^{2}$ that is the characteristic polynomial for $r_{n}^{2}$. Theorem 4.7 shows us how to find the coefficients of a function $p(x) \in \mathbb{Z}[x]$ such that the generating function for $r_{n}^{2}$ is $p(x) / h(x)$.

Theorem 4.4 tells us that the generating function of the constant sequence 1 is $1 /(1-x)$. So the generating function for $R_{n}=r_{n}^{2}-1$ is $p(x) / h(x)-1 /(1-x)=$ $P(x) /(h(x)(1-x))$ where $P(x)=p(x)(1-x)-h(x)$.

Since $\operatorname{deg}(P(x)) \leq \operatorname{deg}(h(x))<\operatorname{deg}(h(x)(1-x))$ we have by Theorem 4.7 that $R_{n}=r_{n}^{2}-1$ is an integer linear recurrence of order $\operatorname{deg}(h(x)(1-x))=k^{2}+1$ or less.

Now the decision procedure for the Positivity Problem on $\left(R_{n}\right)_{n \geq 0}$ can be used to decide the Skolem Problem for $\left(r_{n}\right)_{n \geq 0}$.

### 4.3.4 Reduction to the Rational Non-Negativity Problem

We have the following Theorem.
Theorem 4.17. The Skolem Problem and the Positivity Problem reduce to the Integer Case of the Rational Non-Negativity Problem.

Proof. We saw that the rational cases of the Skolem Problem and Positivity Problem reduced to the integer cases in Theorem 4.12. We saw that the integer case of the Skolem Problem reduces to the integer case of the Positivity Problem in Theorem 4.16. We saw that the integer case of the Positivity Problem reduces to the integer case of Rational Non-Negativity in Theorem 4.11.

### 4.4 Type F Polynomials

Here is a quick proof that $1 / q(x)=1 /\left(1-x+x^{3}-x^{4}\right)$ is non-negative. $\left(1+x+x^{2}\right) q(x)=$ $1-x^{6}$ and so

$$
1 / q(x)=\left(1+x+x^{2}\right) /\left(1-x^{6}\right) .
$$

By Lemma 4.10, since $P(x)=1+x+x^{2}$ and $Q(x)=x^{6}$ are both non-negative, we have $1 / q(x)=P(x) /(1-Q(x))$ is non-negative.

With this as motivation, we define a characteristic polynomial to be Type $F$ if and only if there are polynomials $f(x), Q(x) \in \mathbb{Q}[x]$, with $f(0)=0$ and $Q(0)=0, Q(x)$ not identically zero, and $Q(x)$ non-negative so that $(1+f(x)) q(x)=1-Q(x)$. We say that $f(x), Q(x)$ witness that $q(x)$ is Type F . The following theorem will immediately show the importance of $q(x)$ being type F .

Theorem 4.18. Let $q(x) \in \mathbb{Q}[x]$ with $q(0)=1$. If $q(x)$ is type $F$, with witnessing polynomials $f(x), Q(x) \in \mathbb{Q}[x]$, then, given input $p(x) \in \mathbb{Q}[x]$, it is decidable if $p(x) / q(x)$ is non-negative.

Before proving this, we need a little notation. Given $x \in \mathbb{R}$, let

$$
x^{+}=\max (x, 0) \text { and } x^{-}=\max (-x, 0)
$$

so that $x=x^{+}-x^{-}, x^{+}, x^{-} \geq 0$ and $x^{+} \neq 0$ implies $x^{-}=0$ (and vice-vera). We call $x^{+}$and $x^{-}$the positive part and negative part of $x$. If $p(x) \in \mathbb{R}[[x]]$, let the positive part of $p(x)$ be

$$
p^{+}(x)=\sum_{n \geq 0} p_{n}^{+} x^{n}
$$

and the negative part be

$$
p^{-}(x)=\sum_{n \geq 0} p_{n}^{-} x^{n} .
$$

Thus $p(x)=p^{+}(x)-p^{-}(x)$ and $p^{+}(x)$ and $p^{-}(x)$ are non-negative. Let $\operatorname{supp}(p(x))=$ $\left\{n: p_{n} \neq 0\right\}$ be the support of $p(x)$. So $p^{+}(x)$ and $p^{-}(x)$ have disjoint support, i.e. $\operatorname{supp}\left(p^{+}(x)\right) \cap \operatorname{supp}\left(p^{-}(x)\right)=\emptyset$.

Proof. Suppose $q(x)$ is type F so that there exists $f(x), Q(x) \in \mathbb{Q}[x]$ with $f(0)=0$ and $Q(0)=0$ and $Q(x)$ not identically zero and $Q(x)$ non-negative so that $(1+f(x)) q(x)=$ $1-Q(x)$. Suppose now that $p(x) \in \mathbb{Z}[x]$ is given. Then

$$
\frac{p(x)}{q(x)}=\frac{P(x)}{1-Q(x)}
$$

where $P(x)=(1+f(x)) p(x) \in \mathbb{Z}[x]$.

Set $P_{0}(x)=P(x)$ and find $P_{1}(x)$ so that we have

$$
\frac{P(x)}{1-Q(x)}=\frac{P_{0}(x)}{1-Q(x)}=P_{0}^{+}(x)+\frac{P_{1}(x)}{1-Q(x)} .
$$

Clearing denominators and replacing $P_{0}(x)$ by $P_{0}(x)=P_{0}^{+}(x)-P_{0}^{-}(x)$ we get

$$
P_{0}^{+}(x)-P_{0}^{-}(x)=P_{0}^{+}(x)(1-Q(x))+P_{1}(x)
$$

or

$$
P_{1}(x)=P_{0}^{+}(x) Q(x)-P_{0}^{-}(x) .
$$

Recursively repeating this process on $P_{i}(x) /(1-Q(x))$ for $1 \leq i \leq k$, we get

$$
\frac{P(x)}{1-Q(x)}=P_{0}^{+}(x)+P_{1}^{+}(x)+\cdots+P_{k}^{+}(x)+\frac{P_{k+1}(x)}{1-Q(x)}
$$

where we have $P_{i}(x)=P_{i-1}^{+}(x) Q(x)-P_{i-1}^{-}(x)$ for all $i$ with $1 \leq i \leq k+1$.
Suppose we have $P_{k+1}^{-}(x)=0$ that for some $k$. Then we have discovered that

$$
\begin{gathered}
\frac{P(x)}{1-Q(x)}=P_{0}^{+}(x)+P_{1}^{+}(x)+\cdots+P_{k}^{+}(x)+\frac{P_{k+1}(x)}{1-Q(x)} \\
=P_{0}^{+}(x)+P_{1}^{+}(x)+\cdots+P_{k}^{+}(x)+\frac{P_{k+1}^{+}(x)}{1-Q(x)}
\end{gathered}
$$

Since the $P_{i}^{+}(x)$ and $Q(x)$ are all non-negative, this proves that $P(x) /(1-Q(x))$ is non-negative. From now on we will assume that $P_{i}^{-}(x) \neq 0$ for all $i \geq 0$.

Suppose now we have $P_{k+1}^{+}(x)=0$ for some $k$. Then we will have discovered that

$$
\begin{gathered}
\frac{P(x)}{1-Q(x)}=P_{0}^{+}(x)+P_{1}^{+}(x)+\cdots+P_{k}^{+}(x)+\frac{P_{k+1}(x)}{1-Q(x)} \\
=P_{0}^{+}(x)+P_{1}^{+}(x)+\cdots+P_{k}^{+}(x)-\frac{P_{k+1}^{-}(x)}{1-Q(x)}
\end{gathered}
$$

Since $P_{k+1}^{-}(x) \neq 0, P_{k+1}^{-}(x) /(1-Q(x))$ has infinitely many positive terms. This shows that $P(x) /(1-Q(x))$ has infinitely many negative terms. Also, since $P_{0}^{+}(x)+P_{1}^{+}(x)+$ $\cdots+P_{k}^{+}(x)$ is a polynomial, $P(x) /(1-Q(x))$ eventually has only negative and zero terms.

From now on we will also assume that $P_{i}^{-}(x) \neq 0$ for all $i \geq 0$.
The polynomials $P_{i}^{+}(x)$ and $P_{i}^{-}(x)$ are non-negative and have disjoint support. Further more $P_{i}^{+}(x) Q(x)$ is non-negative as well since $Q(x)$ is non-negative. Thus we have

$$
P_{i}^{+}(x) \sqsubseteq P_{i-1}^{+}(x) Q(x) \sqsubseteq P_{0}^{+}(x) Q^{i}(x)
$$

and

$$
P_{i}^{-}(x) \sqsubseteq P_{i-1}^{-}(x) \sqsubseteq P_{0}^{-}(x)
$$

for all $i \geq 1$.
Thus

$$
\min \operatorname{deg} P_{i}^{+}(x) \geq \min \operatorname{deg} P_{0}^{+}(x)+i \min \operatorname{deg} Q(x)
$$

and

$$
\operatorname{deg}\left(P_{i}^{-}(x)\right) \leq \operatorname{deg}\left(P_{0}^{-}(x)\right)
$$

for all $i \geq 1$.
This also gives

$$
P_{i}^{-}(x) \sqsubseteq P_{i-1}^{-}(x) \sqsubseteq \cdots \sqsubseteq P_{j}^{-}(x)
$$

for all $i, j$ with $0 \leq j<i \leq k+1$ and so $P_{k}^{-}(x)$ and $P_{j}^{+}(x)$ have disjoint support for all $j \leq k$. This means $P_{k}^{-}(x)$ and $f_{k}(x)=P_{0}^{+}(x)+P_{1}^{+}(x)+\cdots+P_{k}^{+}(x)$ have disjoint support.

Take $k \geq 1$ big enough so that min $\operatorname{deg} P_{k}(x) \geq \min \operatorname{deg} P_{0}^{+}(x)+k \min \operatorname{deg}(Q(x))>$ $\operatorname{deg} P_{0}^{-}(x) \geq \operatorname{deg} P_{k}^{-}(x)$. Then we have

$$
\begin{aligned}
\frac{P(x)}{1-Q(x)} & =P_{0}^{+}(x)+P_{1}^{+}(x)+\cdots+P_{k}^{+}(x)+\frac{P_{k+1}(x)}{1-Q(x)} \\
& =f_{k}(x)+\frac{P_{k}^{+}(x)}{1-Q(x)}-\frac{P_{k}^{-}(x)}{1-Q(x)} \\
& =f_{k}(x)+\frac{P_{k}^{+}(x)}{1-Q(x)}-\frac{P_{k}^{-}(x) Q(x)}{1-Q(x)}-P_{k}^{-}(x)
\end{aligned}
$$

Let

$$
\begin{aligned}
& g_{k}(x)=f_{k}(x)+\frac{P_{k}^{+}(x)}{1-Q(x)} \\
& h_{k}(x)=\frac{P_{k}^{-}(x)}{1-Q(x)}=\frac{P_{k}^{-}(x) Q(x)}{1-Q(x)}+P_{k}^{-}(x)
\end{aligned}
$$

so that

$$
\frac{P(x)}{1-Q(x)}=g_{k}(x)-h_{k}(x)
$$

Since $P_{k}^{-}(x) \neq 0,\left[x^{d}\right] P_{k}^{-}(x)>0$ where $d=\operatorname{deg}\left(P_{k}^{-}(x)\right)$. Since

$$
h_{k}(x)=\frac{P_{k}^{-}(x) Q(x)}{1-Q(x)}+P_{k}^{-}(x) \sqsupseteq P_{k}^{-}(x)
$$

and $P_{k}^{-}(x) /(1-Q(x))$ is non-negative $\left[x^{d}\right] h_{k}(x)>0$ as well. Since

$$
\min \operatorname{deg} P_{k}^{+}(x) /(1-Q(x)) \geq \min \operatorname{deg} P_{k}^{+}(x)>\operatorname{deg}\left(P_{k}^{-}(x)\right)=d
$$

by choice of $k$ and since $f_{k}(x)$ and $h_{k}(x)$ have disjoint support we have $\left[x^{d}\right] g_{k}(x)=0$. Thus

$$
\left[x^{d}\right] P(x) /(1-Q(x))=\left[x^{d}\right] g_{k}(x)-\left[x^{d}\right] h_{k}(x)<0
$$

and $P(x) /(1-Q(x))$ has been proven to fail to be non-negative.
We see that Theorem 4.18 implicitly gives the following decision procedure.
Algorithm 4.19. Rational Non-Negativity Decision for Type F Denominators
Input: $\quad p(x), q(x) \in \mathbb{Q}[x]$ and $f(x), Q(x) \in \mathbb{Q}[x]$ witnessing $q(x)$ is Type $F$.
Output: Decision on whether $p(x) / q(x) \sqsupseteq 0$ or not.

1. Compute $P_{0}(x)=P(x)=(1+f(x)) p(x), P_{0}^{+}(x)$, and $P_{0}^{-}(x)$.
2. For $k=0,1,2 \ldots$
(a) Compute $P_{k+1}(x)=P_{k}^{+}(x) Q(x)-P_{k}^{-}(x), P_{k+1}^{+}(x)$, and $P_{k+1}^{-}(x)$.
(b) If $P_{k+1}^{-}(x)=0$, then end and return: "Yes. $p(x) / q(x) \sqsupseteq 0$."
(c) If $P_{k+1}^{-}(x) \neq 0$, and $P_{k+1}^{+}(x)=0$, then end and return: "No. $p(x) / q(x) \nsupseteq 0$, $\left[x^{n}\right] p(x) / q(x) \leq 0$ for $n>d$, and $\left[x^{n}\right] p(x) / q(x)<0$ infinitely often for $n>d$ where $d=\operatorname{deg}\left(P_{0}^{+}(x)+\cdots+P_{k}^{+}(x)\right)$."
(d) If $P_{k+1}^{-}(x) \neq 0$, and $P_{k+1}^{+}(x) \neq 0$ and $\min \operatorname{deg}\left(P_{k+1}^{+}(x)\right)>\operatorname{deg}\left(P_{k+1}^{-}(x)\right)$, then end and return "No. $p(x) \geq q(x) \nsupseteq 0$ and $\left[x^{n}\right] p(x) / q(x)<0$ for $n=\operatorname{deg}\left(P_{k}^{-}(x)\right) . "$

We have the following partial decision procedure that, when given a type $F$ polynomial $q(x)$, will return $f(x)$ and $Q(x)$ witnessing this fact, but will not terminate if $q(x)$ is not Type F .

## Algorithm 4.20. Witnesses for Type F Polynomials

Input: $\quad q(x)=1+\sum_{n=1}^{k} q_{n} x^{n} \in \mathbb{Q}[x]$ with $q(0)=1, \operatorname{deg}(q(x)) \geq 1$
Output: If $q(x)$ is Type $\mathrm{F}, f(x), Q(x) \in \mathbb{Q}[x]$ will be returned witnessing this fact. Otherwise, the algorithm does not terminate.

1. Set $\ell=1$.
2. Use linear programming to decide if the system of linear inequalities

$$
-Q_{n}=q_{n}+\sum_{j=1}^{\ell} q_{n-j} f_{j} \leq 0, \text { for } 1 \leq n \leq k+\ell
$$

is feasible for $f_{1}, \ldots, f_{\ell} \in \mathbb{R}$ or not by either producing a rational feasible solution or proving no feasible solution exists. (We take $q_{n}=0$ for $n>k$ or $n<0$ and $q_{0}=1$.)
3. If the system is feasible, end and return " $q(x)$ is Type F with $f(x)=\sum_{n=1}^{\ell} f_{n} x^{n}$ and $Q(x)=\sum_{n=1}^{k+\ell} Q_{n} x^{n}$ as witnesses."
4. If the system is not feasible, set $\ell \leftarrow \ell+1$ and go to line 2 .

Theorem 4.21. If $q(x)$ is Type $F$, Algorithm 4.20 terminates and produces $f(x), Q(x) \in$ $\mathbb{Q}[x]$ with $f(0)=0$ and $Q(x)=0, Q(x) \sqsupseteq 0$ and $Q(x)$ not identically 0 such that $(1+f(x))=1-Q(x)$. Otherwise Algorithm 4.20 does not terminate.

Proof. Let $\ell \geq 1$ and let $f(x)=\sum_{n=1}^{\ell} f_{n} x^{n}$. Let $Q(x)=\sum_{n=1}^{k+\ell} Q_{n} x^{n}$ with $Q_{n} \geq 0$ and with some $Q_{n} \neq 0$. The equation $(1+f(x)) q(x)=1-Q(x)$ is equivalent to the condition that $\left[x^{n}\right](1+f(x)) q(x)=\left[x^{n}\right](1-Q(x))$ for all $1 \leq n \leq k+\ell$ which is the system of linear inequalities in the description of the algorithm. Thus $q(x)$ is of Type $F$ with $f(x)$ of degree $\ell$ or less if and only if this linear system is feasible. Note that since $\operatorname{deg}(q) \geq 1$ we cannot have $Q(x)=0$.

If $q(x)$ is Type F , there will be some $\ell$ for which this linear system is feasible. The algorithm will find a feasible solution and hence produce $f(x)$ and $Q(x)$. Note that the linear inequalities have integer coefficients and constants so a linear programming algorithm like the simplex algorithm with a pivot rule guaranteed to terminate will find a rational feasible point and hence produce $f(x), Q(x) \in \mathbb{Q}[x]$.

If the Algorithm terminates, it will have proved $q(x)$ is Type $F$. Therefore it cannot terminate if $q(x)$ is not Type F.

Not all characteristic polynomials are type $F$ as the following theorem shows. Thus Algorithm 4.20 is only a partial decision procedure. It will not terminate for recurrences with those characteristic polynomials.

Theorem 4.22. If $a_{1}, a_{2}>0$ the polynomial $q(x)=1+a_{1} x-a_{2} x^{2}$ is not type $F$.
Proof. Suppose there exists $f(x)=\sum_{i=1}^{n} b_{i} x^{i}$ such that $(1+f(x)) q(x)=1-Q(x)$, i.e. such that

$$
\left[x^{k}\right](1+f(x))\left(1+a_{1} x-a_{2} x^{2}\right) \leq 0
$$

for $1 \leq k \leq n+2$. Suppose this is possible for some definite $n=N>1$. Then we will show it is possible for $n=N-1$. By induction, this shows that this factorization should be possible for $n=1$. However we will show that this it is impossible for $n=1$, a contradiction.

Suppose first that $n=1$. Then we have $\left(1+f_{1} x\right)\left(1+a_{1} x-a_{2} x^{2}\right)=1+\left(a_{1}+\right.$ $\left.b_{1}\right) x+\left(a_{1} b_{1}-a_{2}\right) x^{2}-a_{2} b_{1} x^{3} \subseteq 1 .-a_{2} b_{1} \leq 0$ implies $b_{1} \geq 0$. We have $a_{1}+b_{1} \leq 0$ if and only if $b_{1} \leq-a_{1}$. But then $0 \leq b_{1} \leq-a_{1}<0$ a contradiction.

Now suppose $A(x)=\left(1+a_{1} x-a_{2} x^{2}\right)\left(1+\sum_{n=1}^{N} f_{n} x^{n}\right) \sqsubseteq 1$. We will show that also $B(x)=\left(1+a_{1} x-a_{2} x^{2}\right)\left(1+\sum_{n=1}^{N-1} f_{n} x^{n}\right) \sqsubseteq 1$.

Now $A(x) \sqsubseteq 1$ if and only if $\left[x^{k}\right] A(x) \leq 0$ for $1 \leq k \leq N-1$ and $\left[x^{k}\right] A(x) \leq 0$ for $k=N, N+1, N+2$. Also we have $B(x) \sqsubseteq 1$ if and only if $\left[x^{k}\right] B(x) \leq 0$ for $1 \leq k \leq N-1$ and $\left[x^{k}\right] B(x) \leq 0$ for $k=N, N+1$. For all $1 \leq k \leq N-1$ we have $\left[x^{k}\right] A(x)=\left[x^{k}\right] B(x)$. We'll show $\left[x^{k}\right] A(x) \leq 0$ for $k=N, N+1, N+2$ implies $\left[x^{k}\right] B(x) \leq 0$ for $k=N, N+1$ to complete the proof.

Solving the equations $\left[x^{k}\right] A(x) \leq 0$ for $k=N, N+1, N+2$ for $b_{n}$ gives $0 \leq b_{n} \leq$ $\min \left(\left(a_{2} / a_{1}\right) b_{n-1}, a_{2} b_{n-2}-a_{1} b_{n-1}\right)$. This gives $b_{n-1} \geq 0$ and $-a_{2} b_{n-2}+a_{1} b_{n-1} \leq 0$. These are equivalent to the equations $\left[x^{k}\right] B(x) \leq 0$ for $k=N, N+1$, namely $-a_{2} b_{n-2}+a_{1} b_{n-1} \leq 0$ and $-a_{2} b_{n-1} \leq 0$.

### 4.5 Partial Decision Procedures for the Skolem and Positivity Problems

We can now describe a partial decision procedure for the Positivity Problem. It will terminate with the correct output if the sequence has a negative term or if the characteristic polynomial is of Type F.

## Algorithm 4.23. Positivity Problem for Type F Characteristic Polynomials

Input: A rational recurrence $r_{n}$ with characteristic polynomial $q(x)$.
Output: The correct answer to the Positivity Problem if there exists $n$ such that $r_{n}<0$ or if $q(x)$ is Type F. Otherwise, it will not terminate.

1. Use the method of Theorem 4.7 to find $p(x)$ so that $\sum_{n \geq 0} r_{n} x^{n}=p(x) / q(x)$.
2. Set $\ell=1$
3. Compute $r_{\ell-1}$ using the input initial terms and coefficients and previously computed $r_{j}$.
4. If $r_{\ell-1}<0$, end and return "The recurrence is not positive, since $r_{\ell-1}<0$."
5. Run step $\ell$ of Algorithm 4.20
6. If a witness $f(x), Q(x)$ was found in Step 5, run Algorithm4.19 with $p(x), q(x), f(x), Q(x)$ to decide whether or not $p(x) / q(x) \sqsupseteq 0$, i.e. decide whether or not $r_{n} \geq 0$ for all $n$.
7. If no witness was found in Step 5 , set $\ell \leftarrow \ell+1$ and go to step 3 .

Theorem 4.24. Algorithm 4.23 operates as described and produces the correct output when it terminates.

Proof. If there is an $n$ such that $r_{n}<0$, the algorithm will find it. Either it will find it directly in Step 3, or, according to Theorem 4.18, it will find it in Step 6.

If $r_{n} \geq 0$ and $q(x)$ is of Type F, then by Theorem 4.21, step 5 will eventually produce witnesses $f$ and $Q$ and then by Theorem 4.18, step 6 will produce the correct decision.

If $r_{n} \geq 0$ and $q(x)$ is not of Type $F$ the algorithm will never terminate in step 3 or step 6 and hence will never terminate.

We can use this algorithm to decide the Skolem Problem in some cases as well.

## Algorithm 4.25. Skolem Problem for Type F Characteristic Polynomials

Input: A rational recurrence $r_{n}$ with characteristic polynomial $q(x)$.
Output: The correct answer to the Skolem Problem if there exists $n$ such that $r_{n}=0$ or if the characteristic polynomial $q(x)$ of the recurrence $r_{n}^{2}-1$ is Type F. Otherwise it will not terminate.

1. Use the methods of Theorem 4.16 and Theorem 4.7 to find $p(x)$ and $q(x)$ so that $\sum_{n \geq 0} s_{n} x^{n}=p(x) / q(x)$ where $s_{n}=r_{n}^{2}-1$.
2. Use the method of Theorem 4.7 to get the initial terms and coefficients of the recurrence $s_{n}$ from $p(x)$ and $q(x)$.
3. Set $\ell=1$
4. Compute $s_{\ell-1}$ using the input initial terms and coefficients and previously computed $s_{j}$.
5. If $s_{\ell-1}<0$, end and return "The recurrence has a zero term $r_{\ell-1}=0$."
6. Run step $\ell$ of Algorithm 4.20
7. If a witness $f(x), Q(x)$ was found in Step 6 , run Algorithm 4.19 with $p(x), q(x), f(x), Q(x)$ to decide whether or not $p(x) / q(x) \sqsupseteq 0$. If yes, $s_{n} \geq 0$ and $r_{n} \neq 0$ for all $n$. If no, then $s_{n}<0$ and $r_{n}=0$ for some $n$.
8. If no witness was found in Step 6 , set $\ell \leftarrow \ell+1$ and go to step 4 .

Theorem 4.26. Algorithm 4.23 operates as described and produces the correct output when it terminates.

Proof. Since $s_{n}=r_{n}^{2}-1$, we have that $s_{n}<0$ if and only if $r_{n}=0$ and $p(x) / q(x) \sqsupseteq 0$ if and only if $r_{n} \neq 0$ for all $n$. The rest of the proof is as in the proof of Theorem 4.24

As we noted, the decidability of the Skolem Problem has been proven for orders less than or equal to 4 and the decidability of the Positivity Problems has been proven for orders less than or equal to 5 . Our partial decision procedures for these problems can decide a great many particular cases with all higher orders, all recurrences whose characteristic polynomials are Type F.

## Chapter 5: Directions for Future Research

A few questions naturally come to mind for further research. Here are some we plan to actively pursue.

## The Bunk Bed Problem

1. A recent paper on the Bunk Bed Conjecture asserts that for every graph $G$ there is an $\epsilon_{G}>0$ such that if $p>1-\epsilon_{G}$ then the bunk bed conjecture is true for $B B(G, T)$ HNNK21. As they note, if there was an $\epsilon>0$ such that $\epsilon_{G} \geq \epsilon>0$ for every graph $G$, the Bunk Bed Conjecture would be true for some fixed $p$ with $1>p>1-\epsilon$ and hence, by our results, true in general. We plan to investigate the possibility of getting a such a uniform lower bound $\epsilon$.
2. We discovered experimentally that for all bunk bed graphs $B B(G, T)$, the stronger statement $P\left(x_{0} \leftrightarrow y_{0}\right) \geq P\left(x_{0} \leftrightarrow^{T} y_{0}\right) \geq P\left(x_{0} \leftrightarrow y_{1}\right)$ always held where $x_{0} \leftrightarrow^{T} y_{0}$ is the event that $x_{0}, y_{0}$, and some vertex of $T$ are in the same connected component. This is a conjecture not found in the literature. This conjecture, if true, would be sharper than the bunk bed conjecture, as we often have $P\left(x_{0} \leftrightarrow y_{0}\right)>P\left(x_{0} \leftrightarrow^{T} y_{0}\right)$. We plan to investigate this conjecture further.

## Monotone Functions

1. In practice, we have found our Boolean function algorithms are greatly sped up by the following "tree trimming" trick. If a string $x \in T_{n}$ has been found to have $f(x)=1$ then, since $f$ is monotone, $f(y)=1$ for every descendent $y$ of $x$ in $T_{n}$ and $T_{n}^{\prime}$. That means we don't need to evaluate $f$ on any of those $y$ and they can be skipped. We'd like to get some formal statement about how many computations of $f$ this will save us in the average case.
2. It is of interest to know all the minimal subgraphs $H$ of a graph $G$ that satisfy some monotone property, such as $\chi(H) \geq 4$. Our algorithms can find these to give us experimental evidence for existing conjectures about such minimal examples.

## The Skolem Problem

1. Can we characterize type F polynomials? Their roots seem to lie in a restricted area of the complex plane.
2. Can we extend our decision procedure Algorithm 4.19 for $p(x) / q(x) \sqsupseteq 0$ to a larger class of polynomials $q(x)$ than type F ?
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