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Abstract:
A difficult result to interpret in Computerized Adaptive Tests (CATs) occurs when an ability estimate initially drops and then ascends continuously until the test ends, suggesting that the true ability may be higher than implied by the final estimate. This study explains why this asymmetry occurs and shows that early mistakes by high ability students can lead to considerable underestimation, even in tests with 45 items. The opposite response pattern, where low-ability students start with lucky guesses, leads to much less bias. The authors show that using Barton and Lord’s four-parameter model (4PM) and a less Lord’s four-parameter model (4PM) and a less informative prior can lower bias and root mean square error (RMSE) for high-ability students with a poor start, as the CAT algorithm ascends more quickly after initial underperformance. Results also show that the 4PM slightly outperforms a CAT in which less discriminating items are initially used. The practical implications and relevance for psychological measurement more generally are discussed.

Index terms: computerized adaptive testing, Bayesian, item response theory, achievement testing, high-stakes assessment

Computerized adaptive tests (CATs) combine item response theory (IRT) models with real time estimation algorithms to provide tailored assessments that can improve measurement efficiency and reduce examinee burden (Chang, 2004; Meijer & Nering, 1999; Wainer et al., 2000; Weiss, 1982). Compared with nonadaptive “paper and pencil” measures, CATs are more efficient because they update the latent trait estimate, \( \hat{\theta} \) after each response and then adaptively select the most appropriate item to deliver next. Obtaining unbiased and efficient estimates of \( \theta \) in a CAT requires (a) an underlying IRT model that closely corresponds to respondent behavior (van Krimpen-Stoop & Meijer, 2000; Wainer et al., 2000) and (b) an effective item selection algorithm (Chang & Ying, 1996, 1999; Passos, Berger, & Tan, 2007). (Chang & Ying, 1996, 1999; Passos, Berger, & Tan, 2007).

The authors focus on the first requirement as it relates to a specific estimation problem in CATs. Ideally, \( \hat{\theta} \) should reach the neighborhood of the true \( \theta \) before the CAT concludes. In a typical test, ability estimates for a high-ability student might initially ascend quickly and then oscillate a little above and below the final \( \hat{\theta} \) as the student encounters questions that are closely matched to his or her ability. In some cases, however, \( \hat{\theta} \) may drop at the beginning of the test, and then ascend continuously until the final estimate, suggesting that the student’s true \( \theta \) is perhaps significantly higher than the final \( \hat{\theta} \).

In the first simulation study, it will be demonstrated that a pattern of continuously ascending ability estimates can arise when a high-ability student misses early items in a CAT. Under the widely used three-parameter model (3PM), the lower asymptote is a nonzero value that accounts for the possibility of guessing the correct answer on
multiple choice tests. However, the upper asymptote for the item response function is 1, suggesting that a high-ability student should answer an easy question with probability approaching 1. It is conceivable, however, that \( P(\theta) = 1 \) may not always hold, even if the item appears too easy for the respondent. High-ability students who are anxious, distracted by poor testing conditions, unfamiliar with computers, careless, or who misread the question, may on occasion miss items that they otherwise should have answered correctly. If this happens early in the test, it may lead to the problematic outcome in which the estimates are increasing even at the end of the test.

The potential for underestimation of high-ability students in CAT is rarely discussed in the literature. Most research on obtaining unbiased estimates of \( \theta \) focuses on identifying aberrant response patterns through person misfit indices (van Krimpen-Stoop & Meijer, 2000) or on adapting item selection algorithms to reflect the uncertainty that exists as the test begins (Chang & Ying, 1996, 1999, 2002; Passos et al., 2007). Chang and Ying (2002) and Chang (2004), for example, argue that item selection algorithms based solely on Fisher’s information criterion select items with high a parameters first, yielding step sizes for \( \theta^\wedge \) that are inappropriately large at the onset of a CAT. They suggest using an item selection strategy that stratifies the item pool and uses less discriminating items early in the test. This stratification ensures that enough high-discriminating items are left in the item pool to allow \( \theta^\wedge \) to ascend quickly at the end of the test (Chang & Ying, 1999, 2002).

Next, another approach is considered. The authors hypothesize that making minor adjustments to the commonly used 3PM may protect against underestimation when a student starts the test poorly. Specifically, a 4PM proposed by Barton and Lord (1981) is revisited and the authors argue that it might have some utility in CAT.

**The Three-Parameter Model (3PM)**

In IRT, the probability of a correct response is modeled as a function of a latent trait, \( \theta \), and item parameters. The 3PM is frequently used in academic testing and is given by

\[
P_j(\theta) = P(X_j = 1|\theta) = c_j + (1 - c_j) \frac{e^{a_j(\theta - b_j)}}{1 + e^{a_j(\theta - b_j)}},
\]

where \( a_j \) is the item discrimination or “slope” parameter, \( b_j \) is the item threshold or “difficulty” parameter, and \( c_j \) is the lower asymptote or “pseudo-guessing” parameter. The nonzero lower asymptote admits the possibility that low-ability students may occasionally guess the correct answer to difficult items. In contrast, the upper asymptote of 1 reflects the stiff assumption that if an item is easy enough relative to a student’s ability, then the probability of a correct response is effectively 1.

Assuming the item parameters are known, the likelihood function for a response vector \( x \), indicating correct and incorrect responses is given by

\[
P(x|\theta; a, b, c) = \prod_{j=1}^{n} P_j(\theta)^{x_j}(1 - P_j(\theta))^{1-x_j}.
\]

Choosing \( \theta^\wedge \) to maximize equation (2) yields the maximum likelihood estimator (MLE).

Alternatively, in Bayesian estimation, multiplying the likelihood function by a prior distribution yields the posterior distribution:

\[
p(\theta|x) \propto p(\theta)P(x|\theta; a, b, c):
\]

Bayesian estimation in IRT is widely used (Baker & Kim, 2004; Bock & Mislevy, 1982), most often with \( p(\theta) \sim N(0,1) \) and taking either the posterior mean (expected a posteriori or EAP) or posterior mode (modal a posteriori or MAP) to estimate \( \theta^\wedge \). The benefits of the Bayesian approach include guaranteed proper estimates.
and smaller standard errors, at the cost of some bias in the tails of the ability distribution because of pull from the prior (Baker & Kim, 2004).

**Difficulties in Estimating Ability**

Some response patterns, such as getting all items correct or incorrect, yield improper estimates for the MLE. In CATs, ad hoc measures are required to implement a floor or ceiling for \( \hat{\theta} \) in the early stages of the test. But even if the student has made both correct and incorrect responses, some response patterns can still yield improper estimates. It is worth exploring these patterns because they are related to the underestimation problem when high-ability students miss easy questions early in a CAT.

Consider responses to a three-item test, two correct and one incorrect. The likelihood is

\[
p(x = (1, 1, 0) | \theta) = P_1(\theta)P_3(\theta)(1 - P_3(\theta)) = P_1(\theta)P_2(\theta) - P_1(\theta)P_2(\theta)P_3(\theta). \tag{4}
\]

If all items have \( a_j = 1.1 \) and \( c_j = 0.2 \), the likelihood is bounded for low \( \theta \) at \( c^2 - c^3 \) and goes to 0 for high \( \theta \). What happens in between depends on the relative difficulty of the items.

Figure 1 shows the likelihood when \( b_1 = -1, b_2 = 0, \) and \( b_3 = 1 \). If the student answers the easy and moderate items correctly and misses the hardest item (solid line), the MLE is \( \hat{\theta} = 0.46 \). If, however, the easiest item is missed and the moderate and hard items are answered correctly (i.e., if \( x = (0, 1, 1) \)), the MLE is improper, tailing off to negative infinity (dashed line). The likelihood decreases monotonically because the term \( 1 - P_1(\theta) \) begins to drop to 0 faster than \( P_2(\theta)P_3(\theta) \) increases from the lower asymptote. As long as the incorrect item is significantly easier than the other two items, the rise to \( \hat{\theta} = 1 \) (and thus the decrease of \( 1 - P_1(\theta) \) to 0) dominates the likelihood function.

The result is also explained by Bradlow’s (1996) demonstration that in the 3PM, the observed information for an item response can actually be negative. Although the expected information for an item is always positive, the observed information provided by a correct response can be negative under certain conditions. Bradlow showed that negative information will occur when an item is answered correctly and

\[
\theta < b + \frac{1}{2a} \log c. \tag{5}
\]

The likelihood shown by the dashed line is not bounded for low \( \theta \), because the information provided by the correct answers to questions 2 and 3 is negative. Therefore, for low \( \theta \), the observed responses do not give adequate information for a proper ability estimate.

With a proper prior, the EAP for the three-item example is finite, regardless of the pattern of responses. If \( p(\theta) \sim N(0, 1) \) and the same response pattern that yielded the improper likelihood in Figure 1 (dashed line) is observed, \( \hat{\theta} = -0.4, \) SD = 0.94 (Figure 2, solid line). But even though the Bayesian estimates are proper, abnormal response patterns can still yield surprising results. For example, if the difficulty of the correctly answered items were raised to \( b_2 = b_3 = 2.5 \) (with the incorrect item still at \( b_1 = -1 \)), it might be expected that \( \hat{\theta} \) would increase. Instead, the posterior mean shifts lower to \( \hat{\theta} = -0.91 \) and the standard deviation shrinks to 0.91 (Figure 2, dashed line).

That \( \hat{\theta} \) shifts lower, with greater certainty, is at first counterintuitive, as correctly answering very difficult questions would seem to indicate high ability. However, because \( 1 - P_1(\theta) \) goes to 0 much faster than \( P_2(\theta) \) and \( P_3(\theta) \) rise from \( c \), the information gathered from the more difficult items is
discounted; informally one might say that the correct answers to highly difficult items “confirm” that they were “just guesses.” In terms of Bradlow’s (1996) discussion, the observed information becomes even more negative if the correct items are more difficult relative to ability, and thus the increase in the posterior variance.

The problematic combination of incorrect answers to easy items with correct answers to harder items has received some attention in the traditional nonadaptive testing literature. Mislevy and Bock (1982) explored the use of ability estimators that were robust to guessing by low-ability students and “carelessness” by high-ability students. They proposed down-weighting responses to items that appeared to be too easy or difficult for the student, given the final $\hat{\theta}$, and completely trimming items that were far from the student’s final $\hat{\theta}$. The weighting procedure resulted in less biased estimates in the face of both guessing and “careless” responses.

Barton and Lord (1981) were also concerned that the 3PM may excessively punish errors by high-ability students. They explored whether changing the upper asymptote improved scoring on standardized tests. They added a fourth parameter, $d$, to drop the upper asymptote below 1:

$$P_j(\theta) = c_j + (d - c_j) \frac{e^{1.7q_2(\theta - b_j)}}{1 + e^{1.7q_2(\theta - b_j)}}$$

Barton and Lord then reestimated test scores for thousands of students who had taken the Scholastic Aptitude Test (SAT), Graduate Record Examination (GRE), and Advanced Placement
(AP) exams to determine the effect of fixing $d$ at 0.99 and 0.98. They concluded that changes in ability estimates were too small to be of practical significance, especially given the difficulty (at that time) of implementing the new model.

Both these examples assume that final estimates are derived after the student has completed a static test in which all students receive predetermined items from throughout the entire ability range. In CATs, however, estimation is dynamic and items are selected based on accumulating information regarding student performance. Thus, unlike traditional test scoring, early aberrant responses cannot be discounted with a retrospective evaluation of the entire response vector, as the early answers provide the only information with which to continue the CAT and select future items. Although updating $\hat{\theta}$ after each response makes CATs very efficient, it may be problematic for high-ability students who miss initial questions. In such cases, the (almost-all) correct responses to easy items that are far from the respondent’s true $\theta$ contribute little (or perhaps negative) information, resulting in a very slow climb. Modifying the 3PM may facilitate faster recovery of the algorithm if the student makes early mistakes.

The authors argue that it is worth reconsidering Barton and Lord’s (1981) 4PM for use in CATs. The upper asymptote <1 allows a small probability of error even by very high-ability students, reducing the asymmetry of the 3PM. This might have a more obvious impact on test scoring in the early stages of a CAT, when relatively few items have been answered.

**Reducing the Impact of Early Mistakes in CATs**

The authors revisit the three-item example and consider model adjustments that might reduce the impact of early mistakes by high-ability students. In Figure 3a, the posterior distribution is shown for the response pattern $x = (0, 1, 1)$, where $b_2 = b_3 = 2.5$. The left panel shows the 3PM5. The left panel shows the 3PM and the right panel shows Barton and Lord’s (1981) 4PM with $d = 0.98$. The posterior distribution for the 4PM is similar to that of the 3PM, but the density above $y = 1$ is slightly greater, and the posterior mean is higher, $\hat{\theta} = -0.73$.
(compared with $\hat{\theta} = -0.91$). When two more items with $b_4 = b_5 = 2.5$ are added, the 3PM barely moves (Figure 3b, left), but a second mode is evident in the 4PM (right). The posterior distribution for the 4PM now allows the possibility that the first response was aberrant, and that the four correct responses to difficult items reflect the true $y$. The two modes in the posterior distributions represent opposing hypotheses: Either the student is truly of low ability and has just been lucky on the difficult items, or the student is of high ability and was unlucky on the easy item. Even after adding two more difficult items, $b_6 = b_7 = 2.5$, the 3PM posterior distribution still barely acknowledges the second hypothesis, but it becomes the dominant mode for the 4PM posterior distribution. Clearly, the 4PM seems better able to accommodate the possibility that a high-ability student carelessly missed an easy item.

Another modification that might make the model more flexible to aberrant responses is to impose a less informative prior distribution. Ordinarily, the prior is set to $p(\theta) \sim N(0,1)$ because $y$ is assumed to follow the standard normal distribution in the population (Bock & Mislevy, 1982; Mislevy, 1984; Owen, 1975; Wang & Vispoel, 1998). Nevertheless, in a CAT where estimation is continuous and begins after the first item, it is possible that using a less informative prior, such as $p(\theta) \sim N(0,2)$, would allow $\hat{\theta}$ to ascend more quickly and further improve estimation.

When the example in Figure 3 was reconsidered with a 4PM and $p(\theta) \sim N(0,2)$, a similar contrast between the 3PM and 4PM was found. With the less informative prior, however, the 4PM adapted more quickly than it did with the standard normal prior. The second mode appeared after only two items with $b = 2.5$ and became the dominant mode after only four items with $b = 2.5$. In the context of early aberrant responses, the less informative prior allows the high-ability student to fall more quickly after early misses, but it also allows $\hat{\theta}$ to rise faster.

**Present Study**

The following analyses explore the extent to which early aberrant answers by high-ability students can lead to underestimation in CAT, and whether the impact of early mistakes can be reduced. In this study it is hypothesized that (a) a typical CAT 3PM algorithm will ascend slowly after starting with incorrect early answers, regardless of estimation method; (b) the bias will be less serious when a low-ability student gets lucky and answers the first two items correctly, but finishes the test by answering the remaining items according to true $\theta$; (c) the 4PM proposed by Barton and Lord (1981) will have utility in CAT by greatly reducing the risk for biased estimates; (d) the effectiveness of the 4PM will be further strengthened by using a less informative prior than the standard normal; and (e) the 4PM will outperform an alternative approach in which less discriminating items are selected early in a CAT to reduce initial step size.

**CAT Simulation I**

**Data and Method**

Simulation. One hundred samples of 5,000 students were simulated, with $\theta \sim N(1,0)$. Within each sample, students were rank ordered, and the top and bottom 10% (N=1,000 total) were
selected. An idealized item pool of 1,000 items was created, with $\theta_i \sim N(1.1, 0.1)$, $b_i \sim U(-3, 3)$, and $c_i \sim N(0.2, 0.04)$. Ignoring security issues or content balancing, this item pool should represent a highly efficient testing environment.

In the simulated CAT, the initial ability estimate, $\hat{\theta}_i^0$, was set to 0 for each student. Items were selected using a simple maximum-information criterion. Specifically, an information grid was constructed with items rank ordered for their Fisher’s information value at discrete increments of 0.05 between -4 and 4. Fisher’s information for the 3PM is given by
and Fisher’s information function for the 4PM is given by

\[ I_j(\theta) = \frac{(1.7a_j)^2(1 - c_j)}{(c_j + e^{1.7a_j(0 - b_j)})(1 + e^{-1.7a_j(0 - b_j)})^2}. \]  

The item with the most information at \( \hat{\theta}^{k-1} \) that had not yet been answered was selected and administered, where \( k \) was the current item number. Under standard conditions, the simulated response \( x_k \) was correct with \( P_j(0) \) determined by the item’s parameters.

Tests with 15, 30, and 45 items were simulated under three conditions. In the first \( \theta \) (“standard”), the full sample of students answered according to their true \( y \) for all items. In the second condition, students in the top and bottom 10% of the distribution answered the first two items correctly, regardless of their true \( y \), and then answered the remaining items according to their true ability. In the third condition, students in the top and bottom 10% of the distribution answered the first two items incorrectly, and then answered the remaining items according to their true \( y \): Student ability, \( \hat{\theta}^k \), was estimated in one of three ways: (a) as the \( \sim \), (b) as the EAP estimate, with \( \rho(0) \sim N(0,1) \), and (c) as the EAP estimate, with \( \rho(0) \sim N(0,2) \). Results were obtained first for the 4PM and then repeated for the \( \sim \), in which \( d \) was fixed at 0.98.

Evaluation. Within each replication, average bias and root mean square error (RMSE) were computed separately for the top and bottom 10% samples:

\[ \text{Bias}(\hat{\theta}) = \frac{1}{N} \sum_{i=1}^{N} (\hat{\theta}_i - \theta_i). \]  

\[ \text{RMSE}(\hat{\theta}) = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (\hat{\theta}_i - \theta_i)^2}. \]

Bias and RMSE were then averaged across the 100 replications. In addition, coverage was computed as the percentage of cases in which the true \( y \) fell within the 95% confidence intervals, and these percentages were averaged across the 500 replications. The \( \sim \) intervals were generated by calculating the total test information at the conclusion of the test and constructing an interval +/- two standard errors from the final \( \hat{\theta} \). This method assumes a quadratic approximation at the posterior mean, which would not be appropriate early in the test but should be less problematic for the final estimate after several items.
Three-parameter model (3PM). Under standard performance, $y$ in the full sample was well-estimated with our simulated CAT. When students performed according to true $y$ throughout the test, there was minimal bias ($M = 0.00 \pm 0.05$) under MLE and no bias under Bayesian estimation (Table 1). Coverage of the confidence intervals was at or just under 95% with all three estimation procedures. RMSE ranged from .32 for the 15-item test to .18 for the 45-item test when, and was slightly higher (0.19-0.42) under MLE.

When students missed the first two items and then performed according to their true $y$ for the remainder of the test (second condition), estimates for the top 10% of students were strongly negatively biased. On the 30-item test, mean (M) bias ranged from 0.71 standard deviation (SD) below the true $\theta$ under MLE to 0.56 SD below the true $y$ when $p(\theta) \sim N(0,1)$, and was slightly higher (0.19-0.42) under MLE.

For the bottom 10% of students there was considerably less bias and RMSE was smaller, especially on longer tests. On the 30-item test, for example, there

Table 1

<table>
<thead>
<tr>
<th></th>
<th>Bias</th>
<th>RMSE</th>
<th>Percentage Coverage of 95% Confidence Intervals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ML N(0,1)</td>
<td>N(0,2)</td>
<td>ML N(0,1)</td>
</tr>
<tr>
<td>Standard performance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full sample</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15 items</td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>30 items</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>45 items</td>
<td>0.006</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Miss first two items</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Top 10%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15 items</td>
<td>−2.17</td>
<td>−1.29</td>
<td>−1.83</td>
</tr>
<tr>
<td>30 items</td>
<td>−0.71</td>
<td>−0.56</td>
<td>−0.67</td>
</tr>
<tr>
<td>45 items</td>
<td>−0.28</td>
<td>−0.31</td>
<td>−0.32</td>
</tr>
<tr>
<td>Bottom 10%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15 items</td>
<td>−0.19</td>
<td>0.13</td>
<td>−0.08</td>
</tr>
<tr>
<td>30 items</td>
<td>−0.08</td>
<td>0.07</td>
<td>−0.04</td>
</tr>
<tr>
<td>45 items</td>
<td>−0.06</td>
<td>0.05</td>
<td>−0.03</td>
</tr>
<tr>
<td>Get first two items correct</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Top 10%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15 items</td>
<td>0.08</td>
<td>−0.17</td>
<td>−0.02</td>
</tr>
<tr>
<td>30 items</td>
<td>0.03</td>
<td>−0.08</td>
<td>−0.01</td>
</tr>
<tr>
<td>45 items</td>
<td>0.02</td>
<td>−0.06</td>
<td>−0.008</td>
</tr>
<tr>
<td>Bottom 10%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15 items</td>
<td>0.53</td>
<td>0.49</td>
<td>0.24</td>
</tr>
<tr>
<td>30 items</td>
<td>0.08</td>
<td>0.17</td>
<td>0.06</td>
</tr>
<tr>
<td>45 items</td>
<td>0.03</td>
<td>0.10</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Note. ML = maximum likelihood.
was a small negative bias for the MLE ($M = -0.08$) and for the EAP with the less informative prior ($M = -0.04$). There was a small positive bias ($M = 0.07$) under the standard normal prior because the prior tends to pull extreme values of $\hat{\theta}$ toward the mean. Coverage was over 90% regardless of test length or estimation method.

In the third condition, when students started the test with two correct answers, bias was much less pronounced. For high-ability students, there was a small positive bias for the MLE and a small negative bias for EAP, but RMSE and coverage were similar to the standard condition, especially on longer tests. Low-ability students, who would be the ones to benefit from a good start to the test, had positive bias on shorter tests ($M = 0.53$ for the MLE to $M = 0.24$ for EAP on the 15-item test), but on longer tests, they were estimated almost as accurately as in the standard condition ($M = 0.06 - 0.17$ on the 30-item test and $M = 0.03 - 0.10$ on the 45-item test).

To illustrate the negative bias when a student misses the first two items, the trajectory of estimates for a single high-ability student (true $\theta = 2$) across a 30-item test is plotted in Figure 4. Missing the first two items resulted in a considerable initial drop that was largest under MLE ( $\hat{\theta} = -4.0$) and smallest under the standard normal prior ( $\hat{\theta} = -1.15$). The initial drop was followed by a very slow ascent in $\hat{\theta}$, such that by item 30, the true $\theta$ was still not reached by any of the estimation procedures, even though 27 of the first 30 items were answered correctly in each case.

To examine the degree of risk across ability levels, 500 students were simulated for $\theta$ between $-3.25$ and $3.25$, in increments of 0.25, using MLE and the standard normal prior. (When $\theta \sim N(0,2)$)
results were nearly identical to those using MLE.) The mean bias was plotted at the end of \( N(0,2) \), results were nearly identical to those using MLE.) The mean bias was plotted at the end of a 30-item test for these individuals in the standard condition and after missing the first two items on the test (Figure 5). When the first two items were missed, there was underestimation greater than 0.20 SD for students with \( \theta = 0 \) in both estimation procedures. The bias obviously increased for students with \( \theta > 0 \).

In sum, under the 3PM, early mistakes by high-ability students lead to negatively biased final estimates, particularly on shorter tests. The opposite response pattern, in which low-ability students essentially start with lucky guesses, resulted in much less bias. As expected, the CAT algorithm can recover downward more quickly than it can recover upward. The authors had argued earlier that this was most likely due to the assumption built into the 3PM that the upper asymptote is 1.

Four-parameter model (4PM). Whether the bias that occurred for high-ability students who missed early items could be reduced under the 4PM, with \( d = 0.98 \), was next evaluated. Table 2 shows that under standard performance conditions, there was a small positive bias in the full sample (\( M = 0.03 \) for both priors; \( M = 0.04 - 0.07 \) for MLE) but RMSE and interval coverage were essentially unchanged from the standard 3PM. Under the condition of early aberrant responses (i.e., missing the first two items), estimates were greatly improved for high-ability examinees. On
the 30-item test, for example, the bias for high-ability students was —0.22 for the standard normal prior (compared with —0.56 for the 3PM), and0.56 for the 3PM), and —0.03 for the MLE (compared with —0.71 for the 3PM). RMSE was at most 0.38 (compared with 0.80 for the 3PM) and the coverage of the confidence intervals was 90% or more under all three estimation procedures. After 45 items, mean bias had been reduced to —0.10 when and to —0.002 for ΜL estimation and coverage had improved to 93%-95%. For students in the bottom 10% of the distribution, bias on the 45-item test with the standard normal prior increased from 0.05 to 0.07, but RMSE and coverage were essentially the same as for the 3PM.

In Figure 6, the trace plot for a high-ability student who missed the first two items was revisited. The errors caused an initial drop almost identical to the drop in the 3PM, but \( \hat{\theta} \) ascended faster because the upper asymptote of 0.98 discounted the early mistakes. When \( p(\theta) \sim N(0,1) \), \( \hat{\theta} \) reaches 2.0 (the true \( \theta \)) by item 16. By item 24, \( \hat{\theta} \) has reached 2.0 under all three estimation procedures. Then, as expected, \( \hat{\theta} \) continued to oscillate a little above and below 2.0 until the end of the test, because the student was encountering items that closely matched his or her true \( \theta \).

Next, 500 students were again simulated at each \( y \) between —3.25 and 3.25 in increments of 0.25. Mean bias at the end of a 30-item test is plotted in Figure 7. In the standard condition, bias0.25. Mean bias at the end of a 30-item test is plotted in Figure 7. In the standard condition, bias using the 4PM was slightly higher across the entire \( y \) range than it was for the 3PM. However, under conditions where the first two items are missed, estimation had improved considerably. Bias never exceeds [0.10] under MLE and remains below [0.40] under the standard normal (part of this bias reflects the pull toward the mean by the prior).

In sum, the 3PM can produce negatively biased estimates for high-ability students who make mistakes early in a CAT. The bias is not symmetric, as the algorithm descends after a lucky start

| Table 2 |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                | Bias            | RMSE            | Coverage        |
|                | ML  | N(0,1) | N(0,2) | ML  | N(0,1) | N(0,2) | ML  | N(0,1) | N(0,2) |
| Standard performance |        |        |        |        |        |        |        |        |        |
| Full sample    |        |        |        |        |        |        |        |        |        |
| 15 items       | 0.07  | 0.03   | 0.03   | 0.42 | 0.32   | 0.34   | 0.93 | 0.96   | 0.96   |
| 30 items       | 0.04  | 0.03   | 0.03   | 0.25 | 0.23   | 0.23   | 0.94 | 0.95   | 0.95   |
| 45 items       | 0.04  | 0.03   | 0.03   | 0.20 | 0.19   | 0.19   | 0.95 | 0.95   | 0.95   |
| Miss first two items |        |        |        |        |        |        |        |        |        |
| Top 10%        |        |        |        |        |        |        |        |        |        |
| 15 items       | —1.26 | —0.92  | —0.48  | 1.33 | 1.12   | 0.77   | 0.47 | 0.60   | 0.88   |
| 30 items       | —0.03 | —0.22  | —0.08  | 0.38 | 0.37   | 0.33   | 0.92 | 0.90   | 0.95   |
| 45 items       | —0.002| —0.10  | —0.03  | 0.25 | 0.24   | 0.23   | 0.94 | 0.93   | 0.95   |
| Bottom 10%     |        |        |        |        |        |        |        |        |        |
| 15 items       | —0.11 | 0.15   | —0.04  | 0.37 | 0.33   | 0.30   | 0.93 | 0.94   | 0.97   |
| 30 items       | —0.03 | 0.10   | —0.006 | 0.24 | 0.24   | 0.22   | 0.95 | 0.94   | 0.96   |
| 45 items       | —0.01 | 0.07   | 0.004  | 0.19 | 0.20   | 0.18   | 0.95 | 0.94   | 0.96   |

Note. ML = maximum likelihood.
much faster than it ascends from an unlucky start. As predicted, the 4PM reduced the negative bias much faster than it ascends from an unlucky start. As predicted, the 4PM reduced the negative bias considerably, and bias was further reduced when a less informative prior was used. As discussed in the introduction, recent CAT research has explored the strategy of stratifying the item pool so that less discriminating items are used first. The main justification is to retain items with higher $a$ values for use later in the test. However, it may also be true that starting the test with less discriminating items could reduce the bias due to early errors by high-ability students; the lower $a$ ensures a wider ability range across which there is at least a modest chance of getting the item wrong. Therefore a second simulation was conducted to evaluate the impact of using items with lower $a$ parameters early in the test and to explore how this approach compared with estimation under the 4PM.

**CAT Simulation II**

**Data and Method**

Simulation. The second simulation followed the same procedure described earlier, using the same 100 samples of students generated in Simulation I. Performances on 15-, 30-, and 45-item CATs using three estimation methods were assessed first for the 3PM and then for the 4PM. Across
all conditions, the item-selection algorithm chose the item with the largest expected information at \( k \). The only modification was that the discrimination parameter for the first two items was fixed to \( a = 0.9 \), such that the discrimination of these two items was set considerably lower than for the rest of the items in the test. This condition is referred to as the fixed-a condition, and the Simulation I results are referred to as the original 3PM and the original 4PM results.

**Results**

Three-parameter model (3PM). Under standard performance, results for the fixed-a condition were identical to the original 3PM for the full sample (Table 3). When students in the top 10% of the distribution missed the first two items, however, performance was better in the fixed-a condition than the original 3PM but worse than the original 4PM. For example, on a 30-item test with MLE, bias was \(-0.39\) for the fixed-a condition, compared with \(-0.71\) for the original 3PM and \(-0.03\) for the original 4PM. Similarly, RMSE was 0.52 for the fixed-a condition, compared with 0.8 for the original 3PM and 0.38 for the original 4PM. Although coverage exceeded 90% for the original 4PM with tests of 30 items or more, coverage was still only 84% to 89% after 45 items in the fixed-a condition. The coverage, however, was better than for the original 3PM (70% – 77%).
For students in the bottom 10% of the distribution, bias was generally similar or slightly smaller for the fixed-a condition than for the original 3PM and 4PM with the standard normal prior, but for MLE and the less informative prior, it was between the original 3PM and 4PM. RMSE and interval coverage were nearly identical across all three models and all three estimation procedures.

Four-parameter model (4PM). Finally, when the fixed-a condition was used with the 4PM, bias and coverage for students in the top 10% of the distribution improved for the 15-item test but were essentially identical to the original 4PM on the longer tests. RMSE was smallest with the combined fixed-a and 4PM approach under all test lengths, particularly on the 15-item test.

Discussion

There is a popular perception that the initial items on a CAT are especially influential in determining a student’s final score. Some commercial test preparation services even recommend spending extra time on the first few items to ensure the best possible score (Kaplan, 2004; Lurie, Pecsenye, Robinson, & Ragsdale, 2005). Although this advice reflects a general misconception about how a CAT functions, the results of this study show that the advice does contain a grain of truth. Under the 3PM, the final $\hat{\theta}$ was strongly biased for high-ability students who underperformed early in the CAT. After missing the first two items, high-ability students were unable to ascend to their true $\theta$, even after 45 items. However, spending extra time on the initial items is unlikely to help average or low-ability students obtain higher scores, especially when trade-offs regarding allocation of time are taken into account. This study showed that an unexpectedly good start was mostly erased as the CAT algorithm descended more quickly to a final $\hat{\theta}$ more reflective of true ability.
The problem that sometimes has a large initial drop and then ascends continuously until the end of a CAT is recognized by some testing professionals, but has received very little attention in the literature (Chang, 2004). Regarding biased estimates more generally, Chang and Ying (2002) and Chang (2004), argued that smaller step sizes later in a CAT (after the best items have been used) prevent students who over- or underperform on the initial items from reaching their true $\theta$. Altering an item-selection algorithm so that it does not use items with the highest $a$ values first can limit overexposure and improve $\theta$ estimation (Chang & Ying, 1999).

The results of this study, however, showed that underestimation bias was not only a consequence of shrinking step sizes. Although fixing the value of $a$ to 0.9 for the first two items reduced the impact of early aberrant responses, the authors showed that because of the 3PM’s assumptions, the impact of early aberrant responses, the authors showed that because of the 3PM’s assumptions, there was a lingering effect of early aberrant responses not corrected by increasing step size alone. In addition, the three-item example of this study showed that administering more difficult items to a student who misses an easy item can actually lead to a lower $\theta$. Chang (2004) further speculates that the step-size argument also implies the potential for overestimation after a lucky start. However, the authors have shown that $\theta$ falls much faster than it rises and argued that the asymmetry occurred because the lower asymptote of $c_j$ can accommodate lucky guesses by low-ability students, whereas the upper asymptote of 1 cannot accommodate unlucky mistakes by high-ability students. The problem of bias because of aberrant early responses is much more serious when high-ability students do poorly early in the test.

Two model adjustments that can allow the algorithm to ascend more quickly after early mistakes by high-ability students were suggested. Barton and Lord’s (1981) 4PM was revisited, arguing takes by high-ability students were suggested. Barton and Lord’s (1981) 4PM was revisited, arguing that in the context of dynamic $\theta$ estimation, the 4PM may be better than the 3PM. The authors showed that setting the upper asymptote slightly below 1 and using a less informative prior considerably reduced bias for high-ability students who missed the first two items. The model adjustments did not compromise estimation quality under standard performance conditions.

Practical Implications

So far, a statistical solution to a potential estimation problem has only been considered. But what is the “real world” significance? How often do high-ability students miss early items? Is it appropriate to adjust the model to accommodate such mistakes? Although the model predicts that a high-ability student should very rarely miss the first two items on a test that starts with average items, there are plausible reasons for early poor performance. Nervousness, unfamiliarity with the testing situation, distractions, unexpected content, and carelessness are all possible reasons for early unexpected errors. The prevalence of such behaviors is not known, but in 2000, ETS allowed 0.5% of examinees to retest in the context of estimation problems in the GRE CAT (Carlson, 2000). Although the reason for allowing 1 in 200 people to retake the test is unknown, Chang (2004) argued that many of these students likely had problematic response patterns that suggested their final scores were underestimated.

If high-ability students underperform on the first few items of a CAT, is it appropriate to adjust the model to anticipate such mistakes, or should their responses be “punished” with a lower score? CATs are supposed to be flexible and dynamic so as to quickly arrive at accurate estimates. If high-ability students return to their true level of performance for the rest of the test, there should not be a built-in model feature that prevents full recovery. If it is possible to accommodate early aberrant responses without substantially altering the measurement properties of the test under normal performance, then such model adjustments deserve consideration.

Exactly how often high-ability students begin a test with unexpectedly poor performance is an empirical question. In a high-stakes setting, students are motivated to maximize their performance, so the actual frequency
may below. However, this study showed that a large percentage of test takers are vulnerable to underestimation, should they get off to an uncharacteristically bad start. In fact, the analyses of this study indicated that most students above $\theta = 0$ are at risk. Model adjustments could therefore act as an insurance, protecting the interests of test takers and test administrators.

The findings of this study are also relevant to uses of IRT in domains other than academic testing. For example, in fields such as psychopathology and personality assessment, IRT is becoming increasingly popular. In such applications, respondents at the low and high end of the trait distribution may provide aberrant responses for reasons, such as social desirability, lying, multidimensionality, or simply because not all symptoms are universally present (or universally absent) at the poles of the distribution (Reise & Waller, 2003; Waller & Reise, in press). Models must accommodate the true response pattern in the tails of the distribution or risk providing biased estimates of $\theta$. In addition, item calibration is complicated when questionable assumptions are made in the tails of the distribution (see Rouse, Finger, & Butcher, 1999, for an example with a psychoticism scale). More generally, the measurement model must be aligned with actual response patterns, whether the model is used for dynamic assessment in CATs, or in the fixed-length instruments widely employed in psychological research and practice.

Limitations
Although the authors identified several potential model adjustments that can improve a known problem with $\hat{\theta}$ estimation, they noted some limitations to their work. First, the simulated CAT is not an exact replica of any operational CAT. Actual testing algorithms may incorporate ad hoc procedures early in the test to mitigate the effects described here. Second, the simulations in this study were done under ideal conditions with a rich database of questions and no constraints about test security, item exposure, or content balancing. The measurement properties of the CAT could be different in the presence of these real-world constraints (Chen, Ankenmann, & Chang, 2000; Chang & Ying, 1999). Alternative approaches to Fisher’s information for item selection also were not considered. It could be that the early aberrant performance is less influential under an item selection algorithm that considers expected information across the likelihood (Chang & Ying, 1996; Cheng & Liou, 2000; van der Linden, 1998).

Finally, the authors acknowledge that much validation research would need to be carried out before widely implementing the 4PM for CAT. The purpose of this article was to document an estimation problem in CATs and give a promising solution. Many theoretical and empirical issues must be investigated before making wholesale changes to standard CAT procedures.

By a similar token, the fixed-a simulation of this study was not a full treatment of the stratified-a approach. Typically, the stratification is done across the test, and not just for the first two items.

The authors believe that here, too, there is much research to be done in terms of evaluating overall test properties and interactions with other aberrant response patterns. For example, would the detrimental effects of guessing at the end of the test be exacerbated when the stratification has saved some of the most discriminating items until the end?

Conclusion
This study has shown that underestimation can occur in a CAT because of early underperformance by otherwise high-ability students and shows why the 3PM is quicker to descend than it is to ascend. This study also shows that using Barton and Lord’s (1981) 4PM and using a less informative prior both reduce the bias at the end of a CAT after initial mistakes. Further research should be undertaken to investigate the consequences of implementing model adjustments in real testing situations to avoid underestimation.
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