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Abstract: 
 

 
Using nanometer thick tunneling barriers with specifically attached cytochrome c, the 
electrontransfer rate constant was studied as a function of the SAM composition (alkane versus 
terthiophene), the ω-terminating group type (pyridine, imidazole, nitrile), and the solution 
viscosity. At large electrode-reactant separations, the pyridine terminated alkanethiols exhibit an 
exponential decline of the rate constant with increasing electron-transfer distance. At short 
separations, a plateau behavior, analogous to systems involving -COOH terminal groups to 
which cytochrome c can be attached electrostatically, is observed. The dependence of the rate 
constant in the plateau region on system properties is investigated. The rate constant is 
insensitive to the mode of attachment to the surface but displays a significant viscosity 
dependence, change with spacer composition (alkane versus terthiophene), and nature of the 
solvent (H2O versus D2O). Based on these findings and others, the conclusion is drawn that the 
charge-transfer rate constant at short distance is determined by polarization relaxation processes 
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in the structure, rather than the electron tunneling probability or large-amplitude conformational 
rearrangement (gating). The transition in reaction mechanism with distance reflects a gradual 
transition between the tunneling and frictional mechanisms. This conclusion is consistent with 
data from a number of other sources as well. 
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Article: 
 
1. Introduction 
 
Because of their diversity and rich behavior, the kinetics and mechanism of biochemical charge-
transfer processes are often difficult to identify, and many aspects of a protein's microscopic 
mechanism remain unclear because of the complex and inhomogeneous character of 
biomolecular systems. Nevertheless, experimental and theoretical studies have shown that 
elementary electron-transfer events involving redox-active proteins can be understood in the 
light of contemporary theoretical models for molecular charge-transfer reactions. 
Cytochrome c is a small, “model”, redox protein1 with a well-known molecular structure, and 
numerous studies of its electron-transfer rate have been performed, both homogeneous2,3 and 
heterogeneous.4,5 
 
A large number of studies have compared cytochrome c's electron-transfer kinetics with 
contemporary theoretical models. The nonadiabatic (tunneling) charge-transfer mechanism6 

predicts the exponential decay of the charge-transfer rate constant with the electron-transfer 
distance Re 

 

 
 

where Ro is a minimal electron donor−acceptor distance and β is a decay parameter whose value 
depends on the intervening atomic and molecular structure.7 The observation of an exponential 
distance dependence for a given reaction series provides strong evidence for the nonadiabatic 
(tunneling) mechanism. The exponential dependence arises from the dependence of the rate 
constant on the electronic coupling |V| between the electron donor and acceptor  
 

 
 

and the exponential decrease of the exchange interaction that causes |V|, such that 
 

 
 

where V0 is the value of |V| at the minimum distance Ro. The same model predicts an activation 
free energy for the rate constant 
 

javascript:void(0);


 
 

that depends quadratically on the reaction free energy ΔGo, namely 
 

 
 

Assuming that the reorganization free energy, λ, is constant within a reaction series, a bell-
shaped dependence of log(ket) vs ΔGo should be observed, at least for “homogeneous” 
unimolecular rate constants (for electrode processes eq 5 is approximately valid within the range 
of |ΔGo| ≤ λ, vide infra8). 
 
An alternative description of the electron-transfer rate constant is required when the electronic 
interaction between the electron donor and electron acceptor is large enough and is referred to as 
the adiabatic limit. In this limit, the rate constant is no longer controlled by the magnitude of the 
electronic coupling but rather by the frictional coupling between the changing charge distribution 
of the reactants and the polarization of the surrounding medium. This frictional coupling is most 
often characterized by a characteristic relaxation time of the medium τs or a viscosity η for the 
medium. Phenomenological and theoretical models, based on the Kramers treatment,9 have been 
used to treat the reaction rate constant in this limit. When the frictional coupling to the medium is 
very strong, the rate constant decreases as 1/τs or 1/η. Empirically, a power law form is often 
found to describe the friction dependence of the rate constant; for example, 
 

 
 

where γ is an “empirical” parameter with typical values within the range 0< γ ≤ 1.10 
 
The electron-transfer kinetics of cytochrome c in “homogeneous” systems, including bimolecular 
reactions of the protein with natural or artificial counterparts3 and unimolecular reactions of an 
unnatural cytochrome that has low-molecular weight redox partners covalently attached,2 have 
been performed. Although these studies have provided a wealth of information and indicate 
biases toward one or more of the characteristic features quantified by eqs 1, 5, or 6, they do not 
probe the dependence of the intrinsic charge-transfer mechanism on the reaction conditions. 
Except for a few reports (vide infra), these studies do not explore the possible change in the 
mechanism from the nonadiabatic limit to the adiabatic limit. This deficiency reflects the 
difficulty in varying the fundamental parameters, Re, |V|, and ΔG0 in an independent and 
quantifiable manner. Heterogeneous bioelectrochemical systems in which cytochrome c or other 
redox proteins exchange electrons with a metal electrode by tunneling through insulating self-
assembled monolayer (SAM) films promises to allow such studies.4,5,11 Electrochemical methods 
are well proven for the determination of rate constants and intrinsic mechanisms in chemical 
studies.10,12 
 
The present work is an extension of earlier studies from this group that probes the electron-
transfer kinetics of cytochrome c that is linked to nanometer thick monolayer films by direct 



binding with the protein's heme unit.5,11 This report presents new data on the viscosity 
dependence and deuterium isotope dependence of the electron-transfer rate constant for the 
systems described earlier and presents data for new types of tethers, including a conjugated 
linker (Chart 1). In addition to these new data, a comprehensive and self-consistent analysis of 
the results is presented. In particular, the data show a clear change in the reaction mechanism 
with the distance of the protein from the electrode, and the analysis compares the description by 
a unified charge-transfer theory with that by a conformational gating model. 
 

 
 

2. Experimental Section 
 
Reagents and Materials. Water for the experiments was purified by using a 
Barnstead−Nanopure system and had a resistivity of 18 MΩ cm. 1,3-Dicyclohexylcarbodiimide, 
DCC, (99%) was purchased from Alfa Aesar. All mercaptoalkanes were purchased from Aldrich 
and used without further purification. Imidazole (99%), 6-mercapto-1-hexanol, 11-bromo-1-
undecanol (98%), 1-nonadecanol, isonicotinic acid (99%), docosanedioic acid (85%), methanolic 
iodine (99%), sodium bisulfite (99%), thiourea (99+%, A.C.S. reagent), K2CO3 (99+%, A.C.S. 
reagent), NaOH (97%), and MgSO4 (99%) were purchased from Aldrich. 4-
Pyridinecarbaldehyde and 2-bromothiophene, 4- bromopyridine anhydrous N,N-
dimethylformamide (DMF) were bought from Fluka. Absolute ethanol was purchased from 
Pharmcoproducts, Inc.; Dextrose ((+)-D-glucose anhydrous, 99%) was purchased from Sigma. 
 
Cytc (Sigma C 7752, from horse heart, minimum 95% based on molecular weight 12 384) was 
purified using a cation exchange column (CM-52, carboxymethyl−cellulose from Whatman) in a 
manner described previously.11 The purified cytochrome c was stored under an argon atmosphere 
in a freezer with dry ice until use. 
 
The solution used in the voltammetry study was 20 mM sodium phosphate buffer solution at pH 
7. The viscosity of the solutions was varied by using glucose concentrations of 0 g/L, 200 g/L, 
and 400 g/L. The solution viscosities were measured to be 0.98 cP, 1.76 cP, and 3.88 cP, 
respectively. The measurements were performed at room temperature with an Ubbelohde 
viscometer. 
 



Electrode Preparation. More details of preparation and characterization of the gold electrode 
can be found elsewhere.11 Only a brief outline of the procedure is given here. A gold wire (0.5 
mm diameter, 99.99%) was cleaned by reflux in nitric acid (68−70%) at 130 °C overnight and 
then was washed with deionized water. The tip of the gold wire was heated and annealed in a gas 
flame to form a ball of about 0.06−0.12 cm2 surface area. Chemically modified electrodes were 
prepared by immersion in an ethanol or THF solution that contained 1 mM 
−S(CH2)nOOC(C5H4N) and −S(CH2)n-2CH3 (the mole ratio of −S(CH2)nOOC(C5H4N) to 
−S(CH2)n-2CH3 was 1:9). The electrode remained in this solution for 1 day to form the mixed 
SAM. The electrode was taken out from the solution, first rinsed with absolute ethanol (or THF), 
then rinsed with the supporting buffer solution (20 mM phosphate buffer pH 7), and finally dried 
by a stream of argon gas. The electrode was characterized, as previously,11 and then immersed in 
a 100 μM cytochrome c solution (purged with argon gas) for 30−60 min in order to immobilize 
the cytochrome on the SAM-coated electrode. These electrodes were immediately used in 
voltammetry studies. 
 
Electrochemical Measurements. Electrochemical measurements were performed by using an 
EG&G PAR-283 potentiostat controlled by a PC computer running version 4.3 of PARC's 270 
software and a GPIB board. The three-electrode cell was composed of a platinum spiral counter 
electrode, an Ag/AgCl (3 M NaCl) reference electrode, and the SAM-coated Au as a working 
electrode. The voltammetry measurements were performed in 20 mM phosphate buffer solution 
(pH of 7.0) at different viscosities under an argon atmosphere. To study the isotope effects, the 
SAM modified gold electrodes were incubated in cytochrome c D2O buffer solution to 
immobilize protein and then measured in both D2O and H2O buffer solution. 
 
Material Preparation. Pyridine, imidazole, nitrile terminated disulfide derivatives, 2-(4-
pyridine-5-terthiophene-thiol), nonadecanethiol, and heneicosanethiol were prepared according 
to literature procedures.11,13 12-Mercapto-1-dodecanol was prepared in the manner reported 
earlier.11a 1H NMR spectra were obtained at 300 MHz, and the coupling constant is reported in 
Hz. 
 
1. Preparation of Disulfides. A. Bis(6-hydroxyhexanyl)disulfide: 6-Mercapto-1-hexanol (6.0 
g, 44.696 mmol) was dissolved in 10 mL of methanol and titrated with 0.5 M methanolic iodine 
until the reaction turned from colorless to a persistent yellow. The reaction was quenched with 
10% sodium bisulfite to a colorless solution. The resulting mixture was dissolved in distilled 
water and extracted with CH2Cl2, and the solvent was removed under vacuum. Purification of the 
resulting crude disulfide was performed by flash chromatography (CH3Cl) to afford the disulfide 
(5.35 g) as a white solid in 90% yield. 1H NMR (300 MHz) CDCl3 δ 3.649 (t, J = 6.435, 4H); 
2.690 (t, J = 7.275, 4H); 1.703 (m, 4H); 1.584 (m, 4H); 1.510−1.375 (m, 8H). 
 
B. Bis(11-hydroxyundecyl)disulfide: 1H NMR (300 MHz) CDCl3 δ 3.651 (q, J = 6.18, 4H); 
2.689 (t, J = 7.34, 4H); 1.679 (m, 4H); 1.579 (m, 4H); 1.379−1.290 (broad, 28 H). 
 
C. Bis(16-hydroxyhexadecyl)disulfide: 16-Mercaptohexadecanol was prepared by reducing 16-
mercaptohexadecanoic acid in ethyl ether using LiAlH4. Diluted NaOH solution was used to 
quench the reaction. The resulting solution was dissolved in 0.2 M HCl and extracted with 
CH2Cl2. The solvent was removed under vacuum. Purification of the resulting crude 16-



mercaptohexadecanol was performed by flash chromatography (CH3Cl). 1H NMR (300 MHz) 
CDCl3 δ 3.646 (t,J = 6.615, 2H); 2.527 (q, J = 7.34, 2H); 1.603 (m, 6H); 1.327 (broad, 23H). 
Bis(16-hydroxyhexadecyl)disulfide is insoluble in common solvents, such as CH2Cl2, and NMR 
data were not obtained. 
 
D. Bis(20-hydroxyeicosyl)disulfide and Bis(22-hydroxydocosyl)disulfide were prepared 
through the same procedures as that for the preparation of Bis(16-hydroxyhexadecyl disulfide. 
 
2. Preparation of Pyridine Derivatives. A. Bis[6-
((pyridinylcarbonyl)oxy)hexanyl]disulfide:1,2-dicyclohexylcarbodiimide (DCC) (4.13 g, 
20.02 mmol) was added to 20 mL of dichloromethane solution of bis(6-
hydroxyhexanyl)disulfide (2.42 g, 9.10 mmol), isonicotic acid (2.24 g, 18.20 mmol), and 4-
(dimethylamino)pyridine (0.22 g, 1.82 mmol) at 0 °C. After 1 h, the solution was allowed to 
warm to room temperature, and stirring was continued for 4 days. After removal of the 
precipitated dicyclohexylurea (DCU) by filtration, the solvent was removed under reduced 
pressure to yield a crude solid. The solid was recrystallized with ethanol and chromatographed 
on silica gel (60−200 mesh) with ethyl acetate. Evaporation of the solvent yielded the disulfide 
as 3.45 g of a white solid. 1H NMR (300 MHz) CDCl3 δ 8.789 (d, J = 5.97, 4H); 7.849 (d, J = 
5.97, 4H); 4.362 (t, J = 6.615, 4H); 2.695 (t, J = 7.215, 4H); 1.802 (m, 4H); 1.723 (m, 4H); 
1.488−1.453 (m, 8H). 
 
B. Bis[11-((4-methyl-4-pyridinylcarbony)oxy)undecyl]disulfide, Diiodides: Bis[11-((4-
pyridinylcarbonyl)oxy)undecyl]disulfide was refluxed with an excess of iodomethane in ethanol 
for 24 h under nitrogen. The solution was cooled to room temperature, and the precipitate that 
formed was filtered and recrystallized in ethanol and acetone 3 times. A brown solid was 
obtained. 1H NMR (300 MHz) CDCl3 δ 9.501 (d, J = 6.54, 4H); 8.515 (d, J = 6.46, 4H); 4.834 (s, 
6H); 4.449 (t, J= 6.614, 4H); 2.694 (t, J = 7.301, 4H); 1.818 (m, 4H); 1.678 (m, 8H); 
1.476−1.216 (broad, 24H). 
 
C. Bis[11-((4-pyridinylcarbonyl)oxy)undecyl]disulfide:  1H NMR (300 MHz) CDCl3 δ 8.810 
(s, 4H); 7.901(d, J = 5.73, 4H); 4.367 (t, J = 6.63, 4H); 2.684 (t, J = 7.32, 4H); 1.789 (m, 4H); 
1.675 (m, 4H); 1.43−1.29 (broad, 28H). EI−HRMS:  calcd 616.3385 (C34H52N2O4S2), found 
616.3369. 
 
D. Bis[16-((4-pyridinylcarbony)oxy)hexadecyl]disulfide: 1H NMR (300 MHz) CDCl3 δ 8.889 
(s, 4H); 7.869 (d, J = 5.46, 4H); 4.359 (t, J = 6.705, 4H); 2.683 (t, J = 7.36, 4H); 1.781 (m, 8H); 
1.673 (m, 4H); 1.43−1.29 (broad, 44H). EI−HRMS:  calcd 756.4896 (C44H72N2O4S2), found 
756.4934. 
 
E. Bis[22-((4-pyridinylcarbony)oxy)docosyl)disulfide: 1H NMR (300 MHz) CDCl3 δ 8.789 
(d, J= 5.52, 4H); 7.857 (d, J = 5.76, 4H); 4.358 (t, J = 6.66, 4H); 2.685 (t, J = 7.37, 4H); 1.784 
(m, 4H); 1.694 (m, 4H); 1.26 (broad, 72H). 
 
F. 2-(4-Pyridine-5-terthiophene-thiol): Details on the preparation of the terthiophene will be 
reported elsewhere. 
 



3. Results 
 
Two different strategies have been used to adsorb cytochrome c onto the surface of nanometer 
thick insulating films on metal electrodes (see Figure 1). The first method uses carboxylate 
terminated SAMs that bind the protein electrostatically, since it is positively charged (left panel). 
It is believed that the ionized lysines on the surface of the cytochrome interact with the 
carboxylate groups. The second method uses SAMs that are terminated with nitrogen containing 
headgroups that can bind to the heme unit of the protein (right panel). The first method has the 
advantage of providing a better mimic of the in vivo environment of cytochrome c, and the 
distribution of lysines on the surface leads to an adsorption geometry that has the heme edge 
oriented toward the surface.14 The second method provides control of the 
cytochrome c orientation on the surface and directly “wires” the heme to the electrode but 
requires the receptor group on the SAM to displace an axial ligand from the heme, thereby 
causing partial unfolding. The second method is exploited here, but comparisons are drawn with 
the work of others using the first method. 
 

 
 
The standard rate constants for electron transfer between the SAM coated Au electrode and the 
attached cytochrome c were determined through the evaluation of cyclic voltammetry data, a 
standard procedure.12 Representative voltammograms for these systems have been reported.5,11In 
brief, the dependence of the observed peak potential for the faradaic current is measured as a 
function of the voltage scan rate.15 Quantitative analysis of this dependence provides the standard 
heterogeneous electron-transfer rate constant, which is the heterogeneous electron-transfer rate 
constant at a reaction free energy of zero. Plots of the peak position as a function of scan rate 
have been reported for the alkylpyridine systems, already.5 This method is limited in its time 
resolution by the RC characteristics of the electrode. With the small diameter (ca. 1 mm) gold 
ball electrodes used in this work, rate constants up to about 10 000 Hz can be measured. The 
standard heterogeneous rate constants ket

0 for the different systems are summarized in Tables 
1−3. 
 



In Figure 2, the measured heterogeneous rate constant is plotted as a function of the methylene 
number of the tethering group for the different SAMs studied here and for the −COOH 
terminated SAMs; see Niki.4 At large electrode−reactant separations, the pyridine terminated 
alkanes and the COOH terminated SAMs display an exponential dependence on the charge-
transfer distance (see eqs 1 and 3) with a decay constant of about one per methylene. This decay 
constant is similar to that found in other tunneling studies with saturated hydrocarbons. This 
behavior at large distance is a signature for nonadiabatic electron transfer. Both data sets show a 
plateau region at short donor−acceptor separations; however, the plateau region spans to a larger 
methylene number for the pyridinal systems. Although the behavior is qualitatively similar for 
these two systems, the maximum rate constants differ by about a factor of 2 and the rate 
constants in the pyridine-bound systems are consistently higher than that for the electrostatically 
bound system. 
 

 
 

An important caveat in using voltammetric peak shifts to obtain rate constants is the presence 
of iR drop in the solution. At faster voltage scan rates the current is higher so that the voltage 
drop associated with the solution resistance increases. The importance of this effect was 
evaluated by studying the voltammetry for cytochrome c linked to the electrode by way of a 
pyridine terminated tether of six methylene groups. Of the alkane tethered structures, this system 
would be expected to show the largest iR artifact. A 10-fold increase in the phosphate buffer 
concentration (the ionic strength) causes a 10% increase in the measured rate constant (data are 
provided in thesupplemental information). Whether this dependence represents the effect 
of iR drop or change in the protein's electron-transfer rate with ionic strength is currently under 
study. Even if this change represents the effect of iR drop, it represents a minor contribution to 
the experimental rate constant and cannot explain the weak distance dependence of the electron-
transfer rate between six methylene and twelve methylene thick films (see Table 1). 
 



 
 

Figure 2 also shows new data on the cytochrome c adsorbed through three other tethers in the 
region of the plateau. In two of these systems, the C11 tether is retained, but the receptor group 
has been modified from a pyridine to an imidazole and from a pyridine to a nitrile unit. These 
headgroups cause a quite different apparent redox potential but have a minor effect on the 
standard electron-transfer rate constant. The shift in the apparent redox potential is consistent 
with solution studies of cytochrome c's redox potential shift when it binds small ligands. In 
particular, the immobilized cytochrome c studies give −172 mV for the pyridine headgroup, 
whereas a cytochrome c solution with pyridine added has a −294 mV shift.1a,16a The imidazole 
tether causes an apparent redox potential of −346 mV, and the nitrile causes −415 mV, which 
should be compared to −426 mV and −665 mV for cytochrome c solutions containing imidazole 
and cyanide, respectively.1a,16b,c The addition of an exogenous ligand to the solution may cause a 
conformational change in the protein that might contribute to the redox potential shift, or it may 
ligate to the heme and cause a shift in the redox potential. A recent study by Fan et 
al.16adistinguishes these two contributions for the case of pyridine and finds that the heme bound 
pyridine has a redox potential of −161 mV and that the larger negative redox potential of −294 
mV should be associated with a non-native protein conformation. Their findings corroborate the 
view of cytochrome c adsorption that is illustrated in Figure 1, in which the cytochrome c binds 
to the pyridine in a nativelike conformation rather than a denatured form. Despite these large 
changes in the apparent redox potentials, the standard electron-transfer rate constants for the 
three C11 systems lie within 30% of each other (see Table 1). The other tether is a terthiophene 
oligomer with a pyridinal head unit. It displays an apparent redox potential that is similar to that 
found for the alkylpyridine systems, but the rate constant shows a factor of 4 increase (see Table 
1), demonstrating the importance of tether composition on the electron-transfer rate. 
 
Figure 3 and Table 2 present the dependence of ket

0 on the solution viscosity, varied by the 
addition of glucose, for the C6Py, C11Py, and C16Py SAM systems. Fits of the data to the power 
law form of eq 6 gives γ values of 0.58 for C6Py, 0.28 for C11Py, and ∼0 for C16Py. The 
dependence on the viscosity correlates with the chain length of the alkane linker. The viscosity 
dependence is seen in the plateau region of the distance dependence, whereas the rate constant is 
independent of the viscosity in the large distance regime. The viscosity independence of the rate 
constant for the C16Py system is consistent with the nonadiabatic mechanism being operative in 
this regime and demonstrates that the experimental procedure for changing the viscosity is not 
causing some other change in the protein or its adsorbed state. The “maximal” value of γ ≈ 0.58 
found for the plateau region is typical for viscosity dependent protein processes and small 
molecule reactions.17 Although the rate constants for C11Py and C6Py are similar, the viscosity 



dependence for the C6Py system is significantly steeper than that found for the C11Py system. 
The observation of a viscosity dependence for the electron-transfer rate constant was observed 
previously for cytochrome c adsorbed electrostatically to carboxylic acid terminated films4d and 
for the Fe(CN)6

3-/4- couple in contact with very thin alkane based monolayer films.18Clearly, a 
viscosity linked process becomes important in the plateau region of the data in Figure 2 and 
demonstrates a change in the mechanism of the electron-transfer reaction with distance.19 
 

 
 
 
 

 
 

Table 3 provides data that displays a shift in the electron-transfer rate constant for 
cytochrome cwhen it has been exposed to heavy water.20 These experiments show that long 
time exposure (ca. 30 min or more) of the protein to D2O changes the observed electron-transfer 
rate constant in the plateau region of Figure 2. If a C11Py/C10 coated electrode is placed in 
a D2O buffer solution containing cytochrome c and allowed to incubate to form the adsorbed 
state of the protein, the measured standard electron-transfer rate constant decreases by 30%. This 
decrease is independent of whether the measurement in the electrochemical cell occurs with H2O 
buffer or D2O buffer. The typical time that the electrode is in the electrochemical cell is less than 
10 minutes. These results suggest that water present in the protein or exchangeable protons act to 
modulate the electron-transfer rate constant in the plateau region. A deuterium isotope effect was 
also observed by Murgida and Hildebrandt.21 In contrast, the C16Py/C15 coated electrodes do 
not display a dependence on D2O versus H2O and demonstrate that the modification of the 
“normal” buffer solution with D2O does not impact the adsorbed state of the protein. 



 

 
 

The results that are presented and summarized here cannot be explained in terms of the 
nonadiabatic electron-transfer model (eqs 1 and 2) over the whole range of systems. For 
methylene chains longer than dodecane, the standard electron-transfer rate constant declines 
exponentially with increasing alkane chain length, does not display a viscosity dependence, and 
does not change with the use of D2O buffer. These observations are consistent with the 
nonadiabatic electron-transfer mechanism. Further, they demonstrate that the method for 
changing the viscosity and the use of D2O do not change the adsorption state of the protein. 
Although the electron-transfer rate constant is well described by the nonadiabatic model at large 
distances, the reaction mechanism must change for shorter distances because the rate constant is 
no longer decaying exponentially with distance, displays a viscosity dependence, and depends on 
the use of D2O versus H2O. The nature of the reaction mechanism at short distances and the 
thickness at which the mechanism changes are discussed below. 
 
4. Discussion 
 
Tunneling Mechanism at Large n and the Role of Binding Mode. From Figure 2, one can see 
that at large electrode−cytochrome c separations the data for SAM films that are terminated with 
pyridinal moieties show a trend similar to that of the −COOH terminated films, but the onset of 
the exponential decline occurs at larger film thicknesses (ca. 12 methylenes) for the pyridinal 
case. The steepness of the decline is similar for the two systems, 1.19 per CH2 for the pyridinal 
SAMs and 1.22 per CH2 for the COOH SAMs, and agrees with the fall off found for tunneling 
through saturated hydrocarbons.8 The shift between the two cases can be understood by 
considering the different binding modes of cytochrome on the two film types. The COOH 
terminated groups electrostatically bind the cytochrome by its lysine groups4 and the pyridine 
terminated alkanethiols bind through ligation with the heme group.22 Inspection of Figure 2 
shows that a shift of the COOH rate constants by about four methylene groups to the right would 
cause a good correspondence between the two data sets. 
 
The reasonableness of such a distance shift can be probed by estimating the physical distance 
between the electrode surface and the heme unit of the protein in the two cases. Consider the 
pyridine unit to coordinate at the heme and assume it contributes little to the effective charge-
transfer distance because of its π-conjugated nature.23 The “effective” donor−acceptor 
separation d between the metal surface and the heme, upon the variation of the SAM thickness, 
can be estimated according to 
 

 



 
where n is the number of methylenes in the alkane chain and 1.90 Å accounts for the S atom 
radius of the thiol.24 A similar analysis for cytochrome c adsorbed on the COOH terminated 
films requires that the tunneling pathway from the outer layer of the SAM through the protein 
exterior and into the heme unit be identified. Because of the possibility that the cytochrome can 
have a range of orientation, one should more formally consider a distance distribution; however, 
work by Niki25 implies that the electron tunneling occurs mostly through the lysine 13 which lies 
near the heme unit. Using the cytochrome c crystal structure, one can estimate a physical 
“through-space” distance of 5.8 Å from the lysine to the heme and a “through-bond” distance of 
about 20 Å. These considerations of the actual physical distance between the electrode and the 
heme justify the use of a distance shift to bring the two data sets into correspondence. 
 
Figure 5 presents the dependence of the heterogeneous rate constant for the pyridinal systems as 
a function of the charge-transfer distance, estimated through eq 7, and for the COOH systems 
with a 5 Å shift to account for an extra “effective tunneling distance” from the SAM edge 
through the protein matrix. The good agreement between the two data sets suggests that 
differences in the electron-transfer rate that is observed can be “corrected” by accounting for 
differences in the electron-transfer distance. Although it is enticing to attribute this difference to 
the physical distance of the heme from the electrode in the two situations, this may not be the 
most accurate description. Rather, differences in the electronic coupling between the heme and 
the electrode for the two situations, arising from differences in the tunneling pathways, will 
contribute to the “effective” donor−acceptor separation. 
 
Friction Control versus Conformational Gating. Previous workers4d,25 have explained the 
distance independent behavior of the charge-transfer rate constant in the plateau region, for the 
case of −COOH terminated SAMs, as resulting from a change in the rate-determining step. In 
particular, the charge transfer occurs by the nonadiabatic (tunneling) mechanism and is gated by 
a conformational rearrangement to a precursor state that is electroactive. This mechanism is 
similar to the conformationally gated mechanism that has been used to describe electron-transfer 
processes involving a range of processes with cytochrome c's.3b,26 For the COOH terminated 
SAMs, this may correspond to the diffusive tumbling of the cytochrome c on the surface to an 
orientation in which the protein's heme is closest to the surface and electron transfer occurs 
rapidly. Such a scenario is not consistent with the data for the pyridine terminated chains, which 
show a similar distance dependence but do not involve reorientation of the protein on the SAM 
surface. 
 
A number of results do not support simple conformational gating of the heterogeneous electron 
transfer on SAM coated Au electrodes. First, the electrochemical data, ac impedance and cyclic 
voltammetry, indicate a simple charge-transfer step. For example, the peak potential's shift with 
voltage scan rate and symmetry of the oxidation and reduction waves suggest a simple 
electrochemical reaction, rather than a mechanism involving a preequilibrium. Second, the 
observation of similar limiting values of rate constants for the different monolayer films, which 
have two very different binding modes of cytochrome c, suggests that the electron transfer is not 
preceded by the large-scale protein−SAM structural rearrangement (conformationally gated). 
Third, the dependence of the electron-transfer rate constant on the amount of D2O in the 
adsorbed protein, rather than D2O in the solution, is not consistent with large-scale motion of the 



protein on the surface of the film. Fourth, the larger rate constant that is found for the conjugated 
terthiophene tether cannot be explained by a conformational gating mechanism. These 
observations indicate that conformational gating is not controlling the electron-transfer rate 
constant for the pyridine terminated SAMs, but it does not discount this mechanism for the 
COOH terminated SAMs nor does it discount small amplitude conformational changes that may 
be linked to the electron-transfer coordinate. 
 
An adiabatic charge-transfer mechanism for the charge-transfer kinetics in the plateau region is 
consistent with the findings. In particular, the viscosity dependence of the rate and the D2O 
effects can be understood through consideration of frictional coupling in the adiabatic 
mechanism, whereas the higher electron-transfer rate for the conjugated linker can be 
rationalized through the effect of the electronic coupling on the activation barrier for the reaction 
(eq 5). The increase in rate constant for the conjugated system supports the adiabatic mechanism 
over the conformationally gated mechanism. A critical test for distinguishing between the two 
mechanisms is to determine the free energy dependence of the reaction rate constant. For an 
adiabatic electron-transfer mechanism, the rate constant should display a Marcus bell-shaped 
dependence on free energy, whereas a conformationally gated mechanism should not.1a,3a,27 In 
lieu of such experiments, electron-transfer rate constants for many different 
cytochrome c systems were obtained from the literature and analyzed as a function of free 
energy. 
 
Comparison of Homogeneous and Electrochemical Kinetics. Figure 4 plots electron-transfer 
rate constants as a function of ΔG0 for many different systems involving cytochrome c (including 
the “limiting” electrochemical value, kel

0). These data include “unimolecular” systems,2 in which 
a redox center is covalently attached to the cytochrome c, and bimolecular systems.3 Because 
they have a well-defined metal-to-metal separation distance, the unimolecular systems can be 
compared with the electrochemical data in more detail (vide infra). An analysis of this sort 
presumes that the electron-transfer rate is determined primarily by the Franck−Condon factors 
(free energy and reorganization energy) rather than the electronic coupling and that the 
reorganization energy does not change too dramatically between the different systems. Despite 
the drastic nature of these assumptions, the rate constants fall surprisingly well on a bell-shaped 
curve. 
 



 
 

The solid curve drawn in Figure 4 is generated by fitting the rate data for a series of ruthenium-
modified cytochrome c's.2 This data set (G) was used because of the range of free energies and 
the well-defined distances between the redox centers. The kinetic data that are plotted with open 
symbols (cytochrome c/P870 in Rb.  
Sphaerodis,3f cytochrome c/Ru(II)bpy,3b cytochrome c/radical cation in 
cytochrome c peroxidase,3c zinc cytochrome c/bean plastocyanin,3d and cytochrome c/fern 
plastocyanin3e complexes) exhibit a dependence on the external solution viscosity. The 
electrochemical rate data appear to follow this Marcus free energy dependence. The 
electrochemical rate constant (filled circle) measured at ΔG0 = 0 shows a 1000-fold reduction 
from the maximum rate constant but lies on the same curve. This observation suggests that the 
electrochemical system follows the free energy dependence for electron transfer. The observed 
free energy dependence of the rate data and the viscosity-sensitive behavior for some of them 
(Figure 4) indicate that the electron transfer belongs either to the totally adiabatic (friction 
controlled) or, at least, to the intermediate (or mixed, vide infra) kinetic regimes, rather than 
corresponding to a conformationally gated mechanism.27d 

 

The data in Figure 4 and the general correspondence with the reaction free energy reflects the 
importance of the activation free energy on the reaction rate constant. The large scatter in the rate 
data is to be expected, since the data correspond to cytochrome c in such different environments. 
The peak of the curve corresponds to the reaction free energy magnitude that matches the 
reorganization energy so that the reaction rate is at a maximum. The dashed line in the figure was 
obtained by shifting the solid curve down by an order of magnitude. The data show that the free 
energy and reorganization energy determine the rate constant to within an order of magnitude or 
so. This data analysis generates a reorganization energy for the cytochrome c of 0.8 eV. 
Although the reorganization energy depends on both partners in a redox reaction, these data 
suggest that the protein dominates the contribution and is fairly consistent between systems. For 



the electrochemical studies, the kinetic data probe the reorganization energy through the 
dependence of ket on ΔG0 (i.e., the overpotential eξ) by way of eq 8, 
 

 
 

where f(ε) is the Fermi−Dirac distribution function and εF is the Fermi energy.8 When |ΔG0| ≤ λ, 
the electrochemical data coincides with the solid curve in Figure 4.28a 
 
A number of experimental and theoretical studies28,29 report the reorganization energy of 
cytochrome c, and they range in value from 0.8 eV to 0.4 eV for the protein in solution. What 
portion reflects an intrinsic protein component and what portion arises from the environment or 
redox partner has been addressed through theoretical studies.29 These studies find that the inner 
sphere (heme) contribution to the reorganization energy is about 0.1 eV, the protein's “outer 
sphere” (interior) contribution is at least 0.45 eV, and the solvent's contribution is about 0.25 
eV.29The reasonable characterization of the rate data with a single reorganization energy and the 
theoretical studies imply that the reorganization energy, although the solvent affects it, is 
primarily determined by the protein environment. 
 
A Unified Model for the Electron Transfer. Theoretical work30 that accounts for both the 
tunneling (distance controlled, eq 1) and friction controlled (viscosity dependent, eq 6) charge-
transfer mechanisms and a gradual turnover between them is available. Adapting the unified 
expression for the unimolecular rate constant to an electrode process at ΔG0, one finds 
 

 
 

in which ρm is the density of electronic states in the electrode and the adiabaticity parameter g is 
given by 
 

 
 

g acts as a control parameter; the reaction mechanism is nonadiabatic when g ≪ 1, yielding the 
equation 
 

 
 

For long-range electron transfer in biological systems, the weak coupling or nonadiabatic regime, 
in which the process is viewed as a tunneling (“quantum friction”) mechanism, is used for both 
homogeneous2 and heterogeneous4 electron-transfer reactions. The mechanism is adiabatic 
when g ≫ 1, yielding the expression 
 



 
 

where the characteristic time τeff is related to relaxation processes of the solvent molecules, 
protein interior, and so forth. In the approximation of a dielectric continuum and a Debye-type 
dielectric response, one finds that 
 

 
 

where τL is the longitudinal relaxation time of the solvent polarization and η is the solvent shear 
viscosity.30a The other parameters are the molar volume Vm, the static dielectric constant εS, and 
the high-frequency dielectric constant ε∞. For the case of more complex environments, τeff might 
be associated with some conformational or molecular rearrangement that is coupled to the 
electron transfer. The strong coupling, or adiabatic regime, is often used to describe short-range 
electron transfer and is viewed as solvent controlled (overdamped) motion in a single electronic 
state (sometimes called the “friction mechanism”). The experimental signature for electron 
transfer in this regime is a friction (or viscosity) dependent rate constant, often characterized by 
the power law form, eq 6, as mentioned in the introductory section. To summarize, the 
nonadiabatic electron-transfer mechanism displays an exponential distance dependence and 
viscosity independence, whereas the adiabatic mechanism displays a viscosity dependence but no 
exponential distance dependence. 
 
Equation 10 reveals that the electron-transfer mechanism depends on the value of |V|2 compared 
to the other parameters τeff and λo. Recent work studying the electron exchange of the Fe(CN)6

3-

/4- redox couple with alkanethiol coated gold electrodes observed the transition from the adiabatic 
to nonadiabatic regime with the increasing thickness of the electron tunneling barrier.18For this 
redox couple the transition between the nonadiabatic and adiabatic mechanisms occurred at an 
electron exchange distance of ca. 8−9 Å (distance for g = 1) and a relaxation time of about 50 ps 
in an 11 cP aqueous electrolyte solution; of course, the actual value depends on the particulars of 
the system under study. For electron-transfer processes in highly structured media with long 
relaxation times τeff and small reorganization energies λo, for example, a protein, the transition 
from the adiabatic regime to the nonadiabatic regime should occur at much smaller values of |V|, 
which may correspond to relatively long distances. 
 
The distance dependence of the electron-transfer rate constant for cytochrome c can be 
quantitatively compared to eq 9. To perform the analysis for a wider range of data (the 
unimolecular data of Gray2 and the electrochemical data4), the observed electron-transfer rate 
constants were converted to their maximum (optimal) values kmax by rearrangement of eq 9 
 

 
 

This transformation removes the activation barrier from the considerations and allows the 
dynamical part of the rate constant to be studied. This procedure requires accurate knowledge of 



the activation energy, however. The data in Figure 5 show this transformation if the 
reorganization energy 0.8 eV, as suggested by the Figure 4, is used for the three data sets. The 
value of kmax is sensitive to uncertainty in the reorganization energy that is used; for example, 
changing the reorganization energy to 0.6 eV reduces the value of kmax in Figure 5 by a factor of 
7. 
 

 
 
Given this assumption about the reorganization energy, Figure 5 plots the distance dependence 
of kmax for the two electrochemical systems and the homogeneous studies as a function of the 
distance between the redox active heme of the cytochrome and the electron donor, gold electrode 
and ruthenium moiety. The •'s correspond to the rate constants of the pyridine terminated SAMs 
and the G's correspond to the unimolecular rate constant data of Gray.2 The data for the COOH 
terminated SAMs (×, *, +) did not show a good correspondence with the other two data sets 
unless the electron-transfer distance was increased by 5 Å, as discussed with regard to eq 7. This 
shift, to account for an extra “effective tunneling distance”, provides excellent correspondence 
among the three data sets. The solid black curve in Figure 5 shows a fit to eq 14, which describes 
the transition between electron-transfer regimes. The dashed line corresponds to an extrapolation 
of the nonadiabatic rate constant back toward short distances. Although the good correspondence 
between eq 14 and the data is compelling, it is important to assess the values of the parameters in 
the model and their reasonableness. 
 
Fitting of the rate constant data in the different regimes allows the adiabaticity parameter g to be 
evaluated. By fitting the electron-transfer rate constants at large distances to the nonadiabatic 
model, one can define the parameters that describe the nonadiabatic rate. Using a reorganization 
energy of 0.8 eV and a density of states for the Au electrode8b of 0.28 eV-1, one finds an 
electronic coupling between the Au electrode and cytochrome c of 0.17 cm-1 at 17 Å. This 
coupling magnitude and the measured decay length at a long distance, β of 1.07/Å, can be used 
to predict what the nonadiabatic rate constant would be at shorter distances. In the plateau region 
of the kinetics, the fit of the data to the adiabatic model requires that the characteristic relaxation 
time for the protein's polarization response τeff be 188 ns. This relaxation time is unusually long 
for a pure liquid solvent response; however, the protein provides a highly structured solvation 



environment, and its polarization relaxation should be slower than that of a simple redox system. 
Note that a change in the magnitude of kmax, arising from uncertainty in the reorganization 
energy, causes a corresponding change in the relaxation time, but it still remains in the time 
range of hundreds of nanoseconds. Using eq 14, it is then possible to extract the adiabaticity 
parameter g, which controls the transition between regimes. Figure 6 plots 1 + g as a function of 
distance between the redox sites, that is, the heme and the electrode. The horizontal dashed line 
shows the location of g = 1 and marks the transition between regimes, which occurs between 16 
and 17 Å. At large distances, g goes asymptotically to zero, and at short distances, it increases 
exponentially. This analysis requires that the electron-transfer mechanism for cytochrome c lie in 
the strong to intermediate regimes at distances up to 17 Å. 
 
Is such a long polarization relaxation time reasonable? Most direct studies of solvation relaxation 
times have been performed for small organic molecules in neat polar liquids and have 
rapidrelaxation times, ranging from a few hundred femtoseconds in acetonitrile to a few hundred 
picoseconds in n-decanol.31a In more highly structured solvents, such as 1,3-butanediol and 
alcohol glasses, the solvation times can be in the regime of nanoseconds.31 However, relaxation 
times as low as 10-4−10-8 s have been reported for the myoglobin heme pocket, even at room 
temperature (see refs 32 and 33). Compared to these values, the 188 ns time required by this 
analysis seems reasonable for the protein interior. For this time scale to be physically reasonable, 
the polarization response must involve some sort of quasi-diffusional conformational motion in 
the protein. It is worth mentioning that this 188 ns time lies close to the low-frequency edge for 
the actual conformation fluctuation spectrum of native cytochrome c and near the upper bound 
for helix−coil transitions of peptide chains.34 Other conformational changes that accompany the 
redox reaction,29,35,36 including a shift of interglobular “catalytic water”,36 may contribute to the 
frictional coupling. Alternatively, it may be that proton transfer is linked to the electron-transfer 
coordinate.21Certainly, the D2O studies would be consistent with a reaction coordinate that 
involved water(s) in the protein or proton transfer. The results are also consistent with the finding 
that electron transfer in cytochrome c can be used to trigger the folding/unfolding of the protein, 
and they suggest that this process is associated with a conformational change in the protein that 
modifies the polarization along the redox reaction coordinate. The unified model, represented by 
eq 14, is able to describe the distance dependent rate constants with an effective polarization 
relaxation time of 150−200 ns. 
 
Included in this study is the linking of the protein to the gold electrode through a terthiophene 
tether that is terminated with a pyridine unit. In this case, a substantial increase of the rate 
constant is observed, almost 4-fold, while the formal redox potential remains the same as for the 
alkane analogue. In the adiabatic charge transfer picture, this increase can be understood as a 
decrease in the activation barrier to the electron transfer that arises from an increased electronic 
coupling strength (see eq 5). This observation is not consistent with a conformational gating 
model, since the pyridine group, which is the portion of the tether that interacts directly with the 
protein, is the same for the alkane and terthiophene tethers. Using the same parameters for the 
electron transfer as described previously, these data indicate that the electronic coupling must 
change by 0.03 eV (ca. 250 cm-1) for a 4-fold increase in the rate constant. Given the small value 
for the electronic coupling through the alkane tether, one can assign the change in electronic 
coupling strength to the terthiophene-linked protein. By comparison with other studies of 
conjugated molecular wires, one estimates an electronic coupling for a conjugated, n = 12 tether 



to be 100−1000 times larger than that for an equivalent length alkane chain.23 This increase is in 
agreement with the value found below for the alkane tethered pyridine case (vide infra). Within 
the nonadiabatic (tunneling) picture, this coupling corresponds to a 104−106 increase in the 
charge transfer rate constant (see eq 1), which is clearly not found. This rate constant for the 
terthiophene linker can be rationalized by a rate-determining charge-transfer step that operates 
through an adiabatic mechanism, rather than a nonadiabatic mechanism. 
 
Comparison with Other Redox Protein Systems. Only a few reports plot the biological 
electron-transfer data for comparable donor−acceptor distances below 10−15 Å, where one 
expects a transition from the nonadiabatic to adiabatic mechanism. These studies include primary 
electron-transfer steps in photosynthetic reaction centers32,37 and recent data on azurin that is 
adsorbed to a SAM coated gold electrode.38 The azurin data display behavior similar to that 
found in cytochrome c, a plateau region for thin SAM films. The authors of that report restricted 
their discussion to the gated mechanism, which is not appropriate for the current system, for the 
reasons outlined previously. Whether the electron transfer involving cytochrome c in the reaction 
centers occurs by the adiabatic mechanism is not clear. Indeed, these natural systems may 
display a large degree of inhomogeneity (see refs 32 and 37). The kinetics for some of the 
electron-transfer processes is clearly not exponential, and this behavior has been explained by a 
broad distribution of nonadiabatic electron-transfer rates and by a mixed adiabatic/nonadiabatic 
model.32,37 It may be that intramolecular quantum degrees of freedom contribute significantly to 
the reorganization energy for some of the primary electron-transfer steps in the photosynthetic 
reaction center,37 and this could modify the onset of the nonadiabatic to adiabatic mechanism 
change. In terms of the classical model used previously, the quantum degrees of freedom act to 
renormalize the electronic matrix element |V| and shift the onset of the frictional regime to 
smaller donor−acceptor distances.6 Such a condition may be crucial for the primary steps in 
photosynthesis and might result from special evolutionary forces. A manifestation of kinetically 
coupled quantum modes, a significant inner sphere reorganization contribution, causes a 
distortion of the bell-shaped free energy plot, Figure 5, on the side of highly negative free energy 
gaps.6 No such distortion is evident in Figure 5 and indicates a minor role for high-frequency 
vibrational modes in the cytochrome electron transfer, in agreement with the results of ref 29. 
 
Conclusions 
 
Conventional electrochemical techniques were applied to the electron transfer of cytochrome c 
protein immobilized on the surface of SAM modified electrodes. Chemical control of the 
adsorption allowed the accurate determination of heterogeneous unimolecular rate constants for 
the electron exchange between the SAM-modified metal electrode and the cytochrome c. This 
approach allowed the charge-transfer rate constant's dependence on distance, solution viscosity, 
and other parameters to be studied in detail. The data display a change in the electron-transfer 
mechanism with the distance from the electrode and the rate constant's dependence on viscosity, 
and the chemical composition of the SAM was studied in each regime. 
 
Analysis of these and published kinetic data for cytochrome c with a unified model for 
cytochrome c's redox kinetics is presented. Although this analysis ignores detailed differences 
between the heme environment in the data sets, it provides a good representation of the rate 
constant's distance dependence and suggests that the electron transfer occurs very close to, or in, 



the intermediate (still viscosity sensitive) regime at physiologically significant distances, ca. 17 
Å. This explanation requires that the electron-transfer event be coupled to a polarization response 
of the medium (the protein interior and its environment, including the protein/water boundary 
hydrogen-bonded network) with an unusually long characteristic relaxation time of a few 
hundred nanoseconds. The detailed features of this response and its molecular character remain 
unclear, but it may involve a conformational motion that is linked to the polarization response 
along the electron-transfer reaction coordinate. Under such conditions, the transformation from 
adiabatic to nonadiabatic regimes could occur at large electron-transfer distances, ca. 17 Å or 
more. 
 
What advantage arises from an adiabatic (friction controlled) electron-transfer mechanism for 
cytochrome c? It may be that the multiple functions of cytochrome c require external regulatory 
tools of mechanism switching that can be implemented through specific protein−protein 
interactions. In particular, because the reaction occurs in the frictional or intermediate electron-
transfer regime, the strong dependence of the rate constant on the donor−acceptor distance is 
prevented and the polarization response acts as a “throttle” for the reaction. Whether these 
findings arise from the particular construction of cytochrome c and are associated with its special 
role as a redox protein in living cells or whether it is more generally operative in biological 
systems remains an open question. 
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