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Abstract:

To achieve security in wireless sensor r@#s, it is important to be able to encrypt and authenticate messages
sent between sensor nodes. Before doing so, keys for performing encryption and authentication must be agr
upon by the communicating parties. Due to resource constraints, howevevjragkey agreement in wireless
sensor networks is nemivial. Many key agreement schemes used in general networks, such adHBiffren

and other publikey based schemes, are not suitable for wireless sensor networks due to the limited
computational hilities of the sensor nodes. Risstribution of secret keys for all pairs of nodes is not viable due
to the large amount of memory this requires when the network size is large.

In this paper, we provide a framework in which to study the security gbeagistribution schemes, propose a
new key predistribution scheme which substantially improves the resilience of the network compared to
previous schemes, and give ardepth analysis of our scheme in terms of network resilience and associated
overheadOur scheme exhibits a nice threshold property: when the number of compromised nodes is less tha
the threshold, the probability that communications between any additional nodes are compromised is close tc
zero. This desirable property lowers the initial/pff of smallerscale network breaches to an adversary, and
makes it necessary for the adversary to attack a large fraction of the network before it can achieve any
significant gain.

Categoriesand Subject Descriptors:C.2.0 [ComputeCommunication Netwds]: Generad Security and
protectiony C.2.1 [ComputeCommunication Networks]: Network Architecture and De8ighiiireless
commungation

General Terms: Security, Design, Algorithms

Additional Key Words and Phrases:Wireless sensor networks, Key aiestribution, Security

Article:

1. INTRODUCTION

Recent advances in electronic and computer technologies have paved the way fdifé¢hatiproof wireless

sensor networks (WSNsJensor networks usually consist of a large number ofsiivall autonomous devices
Each device, called a sensor node, is battery powered and equipped with integrated sensors, data processin
capabilities, and sherange radio communications. In typical application scesagensor nodes are spread
randomly over the terrain under stiny and collect sensor data. Examples of sensor network projects include
SmartDust [Kahn et al. 1999] and WINS.

Sensor networks are being deployed for a wide variety of applications [Akyildiz et al. 2002], including military
sensing and tracking, envimment monitoring, patient monitoring and tracking, smart environments, etc. When
sensor networks are deployed in a hostile environment, security becomes extremely important as these netw
are prone to diffeent types of malicious attacks. For exampteadversary can easily listen to the traffic,
impersonate one of the network nodes, or intentionally provide misleading information to other nodes. To
provide security, communication should be encrypted and authenticated. The open problem is howdap bootstr
secure communications between sensor nodes, i.e., how to set up secret keys between communicating node
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This problem is known as thkey agreemergroblem. Although the problem has been widely studied in general
network environments, mangteemes targed at such enviranents are inapplicable to sensor networks due to
the unique fatures of the latter. In partitar, key agreement schemes for WSNs must satisfy the following
requirements: (1)low energy consumptiobecause sensor nodes are powered tigrizs with limited power,

a key agreement scheme should have low communication and computation casts. @83t because sensor
nodes are expected to be inexpensive, the associated hardware costs should bedanméhory usage
because sensor neglhave very limited memory, the memory requirements of the scheme should be low. (4)
Lack of trusted infrastructuresensor nodes are usually unattended and lack protettevafdre, none of the
nodes (egept possibly for a limited number of basestat®o) s houl d be c oReslender ed
against node captureheresilienceof the scheme should be high, where resilience refers to the percentage of
communication link® not involving compromised nodés which remain secure following compraosei of a
group of nodes. A scheme is fAperfectly resilient
not compromise the security of any communication channels betweetomgromised nodes.

Three types of key agreement schemes have bediedin general network envirorents: trustegerver

schemes, publikey schemes, and key pdestribution schemedrustedserverschemes depend on a trusted
server for key agreement between nodes; an example is Kerberos [Neuman and Tso 1994]. Gitsshgpee

is not suitable for sensor networks because one cannot generally assume that any trusted infrastructure is in
place. Even if some base stations are available, relying on them for key agreement is inefficient because of tl
communication costs imived. Public-keyschemes depend on asymmetric cryptography and typically assume
some sort of publikey infrastructure which may not be present. Furthermore, the limited computational and
energy resources of sensor nodes make it infeasible to use-eypkdgorithms in WSNs. A third approach to
establish keys is vipre-distribution, where (secret) key information is distributed tosalhsor nodes prior to
deployment. Such schemes seem most appropriate for WSNs, and it is this type of scheme wéemmsider

If it is known which nodes will be in the same ndighhood before deployment, paise keys can be

established between these nodes (and only these r@opesji. However, most sensor network deployments

are random; thus, such amriori knowledge about the topology of the network does not exist. A number of

key predistribution schemes do not rely on prior knowledge of the network topology. A naive solution is to let
all nodes store an identicalastersecret key. Any pair of nodes can use thaster secret key to securely

establish a new pairwise key. However, this schdogs not exhibit desirable metdrk resilience: if a single

node is compromised, the security of the entire sensor network is compromised. Some existing studies sugge
storing the master key in tampesistant hardware to reduce the risk, but this increases the cost and energy
consumption of each sensor. Furthermore, tarmgastant hardware might not always be safe [Anderson and
Kuhn 1996].

At the other extreme, one migtinsider a key prdistribution scheme in which each sensor stbrés 1 keys
(whereN is the number of nodes in the network), each of which is known to only one other sensor node. This
scheme garantees perfect resiliencechase compromised nodes da leak information about keys shared
between two nortompromised nodes. Unfortunately, this scheme is impractical for sensors with an extremely
limited amount of memory becaullecan be very large. Moreover, this scheme does not easily allow new nodes
tobeaddedtoaprexi sting sensor network because the exis

Recently, two random key piistribution schemes suited for sensor networks have been proposed. The first
[Eschenauer and Gligor 2002] may be summadreefollows: before deployment, each sensor node receives a
random subset of keys from a large key pool; to agree on a key for communication, two nodes find a commoi
key (if any) within their subsets and use that key as their shared secret key. Noustdree of a shared key
between a particular pair of nodes is not certain but is instead guarantepdobalyilistically (this probability

can be tuned by adjusting the parameters of the scheme). Eschenauer and Gligor note that this is not an
insurmounéble problem as long as any two nodes can securely communicate via a sequence of secure links;
Sections 4 and 7 for further discussion.



A generali zatgcompmfsittheios sicsh etmee [Chan et al . 2003
network(for the same amount of key storage) and requires an attacker to compromise many more nodes in
order to compromise additional communication links. The difference between this scheme and the previous c
is that theg-composite scheme requires two nodefin g (with g > 1) keys in common before deriving a

shared key and establishing a secure communication link. It is shown that, by increasing thegyalagvoirk
resilience against node capture is improvedétain ranges of other paratees [Charet al. 2003].

1.1 Main Contributions

The primary contribution of this work is a new key-giistribution scheme which offers improved network
resilience (for the same storage constraints) compared to the existing schemes mentioned above. The schen
requires more computation than previous schemes, but we show that this extra computation is smaller compe
to that required by publikey schemes. We provide a thorough theoretical analysis of the security of our
scheme, as wedls its associated overhead. igHlevel overview of this scheme, and a discussion of its
advantages, appear below. As a part of our analysis of the security of this scheme, we also introduce a rigorc
framework(i.e., formal definitions ofecurity) appropriate for analymy key predistribution schemes for

wireless sensor networks. Somewhat surprisingly, we find that prior definitions of security for key pre
distribution schemes are insufficient for typical applications; thus, we believe our framework is of independen
interest and sbuld prove useful for further work in this area.

Our key predistribution scheme combines the key-gdigtribution scheme of Blom [Blom 1985] (see also

[Blundo et al. 1993]) with the randone¥ predistribution methods desissed previously. (We review $hi
scheme in detail i n S eanypairoinodgs tg conplte ansécset shaced keyne  a |
Compared t o t bmenidnedearhei (iaWwhich eachimaelerstords (1) keys), Bl om
only requires nodes to stose+ 1 keys, where-L N. The tradeoff is that, unlike thdl@ 1)-pairwisekey
scheme, Bl ombs scheme is no | onger perfectley res
secure propy: as long as an adversary compromises no moresthades, communication links between all
nonrcompiomised nodes remain secure. Hwer, once an adversary compromises moredrendes, all keys

in the entire network are compromised.

The threshol@-can be treated as a security parameter in that selection of addegels to greater resilience.
This threshold property of Bl omé6s a&sachthahan adversay d e
needs to attack a significant fraction of théwuek in order to achieve any payoff. However, increaskatso
increases the amount of memory required to store key information. The goal of our scheme is to increase the
net workoés resilience against node fceacptt usreen sien, aa sp
scheme) without using too much additional memory.

Roughly speaki ng, singlekeyrsgase tosenshre tha¢ anypsieos nodes can compute a
shared key. Motivated by the random key-gigtribution schemes describekpiously [Eschenauer and

Gligor 2002; Chan et al. 2003], we propose a new scheme msilligle key spaces. That is, we first construct

] spaces using Blomés scheme, and thenUhithe@U<elch
randomly selected key spaces. Now (from the properties of the underlying Blom scheme), if two nodes carry
key information from a common spacetlee n compute a shared key. Of ¢«
longer certain that two nodes can generate avpiag key; instead (as in previous random keygiséribution
schemes), we have only a probabilistic guarantee that this will occur. @lysiarshows that using the same
amount of memory (and for the same probability of deriving a shared key), our new scheme is substantially
more resilient than previous probabilistic key-gistribution schemes.

The remainder of this paper is organizedodlsws. Section 2 describes our proposed framework for analyzing

the securityofkeyprd i st ri buti on schemes in terms of their
(cryptographic) channel so6. We al so sdistibutioasclsemenp | e
into a scheme for establishing s-distributientscheme evhich will S e

be used as a building block of our main scheme, which is deddn Section 4. Section 5 oigpusly quantifies



the resiliencef our scheme against node capture, and compares our scheme with existingdislyipution
schemes. &ction 6 presents the commurnioa and computational overheads of our scheme, and Section 7
describes some furthenprovements of our scheme. We cluae in Section 8.

1.2 Other Related Work

The Eschenaudsgligor scheme [Eschenauer and Gligor 2002] and the Bleang Song scheme [Chan et al.
2003] have been reviewed earlier in this section. Detailed comparisons with these two schemes are given in
Section 5.

Blundo, et al. proposed several schemes allowing any graupasties to compute a common key which is
perfectly secret with respect to any coalitiort ofther paties [Blundo et al. 1993]. Whem= 2, their scheme is
essentially equivalent®] omés scheme (cf. [Blundo et alh=2)1993
and the main scheme of Blundo, et al. (for arbitrgrgnatch the known lower bound [Blundo et al. 1993] in

terms of their memory usage for any desired resilienwe stras that this lower bound holdsly when (1)all

groups of size are required to be able to compute a shared key and (2) the netwerferdlyresilient to at

mostt captured nodes. By relarg these requirements (slightly) and considering gii@baklistic analogues,

we obtain more memoxgfficient schemes.

Perrig, et al. proposed SPINS [Perrig et al. 2001], a security architecture in which each sensor node shares &
secret key with a base station. In this scheme, two sensor nodes cannot diggdibhessecret key; however,

they can set up a shared key using the base station as a trusted third party. The scheme described in this wc
does not rely on any trusted parties after nodes have been deployed.

A similar approach to the one describedhis ppaper was independently developed by [Liu and Ning 2003],
which was published at tltemme time as the conferencesseron of t hi s paper [ Du e
approach i s bampeaerdt Yo)n $Bdherrde,b sr dt2h er Here.dmms, LiurandB | 0 m¢
Ni ngos s sehtialljmequivalent te the one shown here. However, as compared to [Liu and Ning 2003],
this paper provides a more thorough analysis of thatsecurity and the communiican overhead; we also
introduce a rigoroufamework (i.e., formal definitions of security) appropriate for analyzing key pre
distribution schemes for wireless sensor networks.

2. A SECURITY FRAMEWORK FOR KEY PRE -DISTRIBUTION SCHEMES

Before describing our primary scheme in detail, we first propdsemework in which to analyze the security

of key predistribution schemes in general. Our starting point is the following simple observation: the goal of a
key predistribution scheme is not simply to distribute keys, but rather to distributenkegts can then be used

to secure network communicatiofWhile the former is necessary for the latter, it is decidedtgufficient. In
particular, we show below that although previous schemes ensutkelkatyK;; established by some pair of
nodes andj remains unknown to an adversary (with high probability, for some fraction of compromised
nodes), these schemesrui necessarily guarantee security if this kgyis then used to, e.g., authenticate the
communication between these nodes. This emphasieesiportance of precise definitions of security, as well

as rigorous proofs in some weléfined model.

We develop our framework as follows: We first define keydistribution schemes, and then describe for such
schemes a fibasi ciodefinibom eaptures the idea that aniadversary Should (except with low
probability) be unable to determine the key shared by some pair of users, and roughly corresponds to the lev
of security considered by Eschena@igor and all subsequent workftinis area. We then define a

stronger notion which more accurately represents the level of security expected from disyripgion

schemes when used in practice. For simplicity, we focus on the case of message authentication; our results
easily extendd other examples such as symmekey encryption. Our definition in this case (informally)

requires that an adversary be unable to insert a bogus message which is accepted as legitimate by one of th
nodes (except with low probability). Schemes meetirgy thore stringent, notion of security are said to
achievecryptographic key distributan We t hen show t hat a scheme meet



not necessarily a secure cryptographic key distribution scheme. On a positive note, we shae &ay to
convert any scheme achi evi ng 1ishsecufelrgptograpliickeyevel o
distribution scheme. Our definitions, as well as our results, are described here in a relatively informal fashion.
Yet, it is straightforwardor the interested reader to derive formal definitions and statements of our results frorr
the discussion below.

We begin with a discussion of key gpatestribution schemes. We view such schemes as being composed of
algorithms for key generation, key distntion, and key derivation. In the randomiZz&y generatiophase,
some master secret informatiSiis established. GiveBand a node identitly a deterministikey distribution
algorithm generatesformationk which will be stored by nodie Finally, during thekey derivatiorphasefwo
dlstlnct nodes andj holding K andWK, respectively, execute an algoritiberive and output a shared k&

v {0, 1}% or U if no such key can be established. (The key derivation stage is assumed to be deterministic, b
it may potentially require intaction between nodesind].) Execution of this algorithm by nod¢holding
information K) is denoted aBeri ve (K, i, j); we always require the basic correctness condidierive (K, i, j)
= Derive (K, |, i). Note that a pair of nodes is not guaranteed to be able to establish a sharelKey . For
any distincti, j, we assume that the pattility (overchoice of master ke$) thati andj can establish a shared
key (i.e., thaDerive (K, i,j) U ) is equal to some fixed paramegeiand we refer to thig as theconnectivity
probability of the scheme.

A fibasico level of swinggame:tFiystrinsan igsirfce ofteeckeygigrdoutionh e f
scheme. An adversary is gives { (i1, Q),... , (. k") } for t randomlyselected nodes . . . ,i¢ (this |

represets what the adversary learnsesfcompromising randomlyselected nodes). The adversary must then
output (, j, K), wherei,j,® landK~ {0,1}°r epr esent s it sKjj. Vg sapteesarsafyo r t h ¢
succeedd its guess is correct, and denote its probability of success (conditioned on the master secret
informationSand the informatiom which is available to the adwsary) ar[Succ | S I]. We say a key pre
distribution scheme ig,{ , -sécure if for any adversary we have:

Prs [Pr[Succ |S,] T ©Ou 1

We remark that in analyzing tlsecurity of our scheme in Section 5.1, weg set? Yessentially the best

possible, since the keyspace is {0%)13nd then derive appropriate relations betwteem d U .

Before introducing a notion of security which is m@long the lines of what i®sired in practice, we augment
a key predistribution scheme with an additiomakssage authenticati@gorithmMac andmessage
verificationalgorithmVrfy . Now, once nodeis j establish a shared kéy | U , nodei can authenticate its
communication to odej as follows | can authenticate its communication gimilarly): before sending
messagen, nodei computegag = MacK; (m) and sends tag along witly upon receivingrg, tag ), nodej
acceptsnonly if Vrfy K (m, tag) = 1. For completeness, we ohef- A A(m) = U for all m, andé O Ay,

tag) = 0 for allm, tag .

We now define cryptographic key distribution via tbBowing game: First run an stance of the key pre
distribution scheme, and give= {(i, Q ), . . ., {;, k")} to anadversary as before. Additionally, the adversary

can repeatedly make an uninaled nurber of message authentication requests of the Kbac(iNjNm), with

the effectthatnoddNj a ut h e nt incfer hoelegNj nfeusssi gggaedrétans théredting tag to the
adversary. Finally, the adversary outpuf$, (r*, tag *) and we say the adversaycceedd: (1) Vrfy g; (m*,

tag *) = 1 (in particular, this will requir&; U), and (2) the adversary had never requestad(i, j, m*) or
Mac(j,i,m*) . That is, success corresponds t omtwhiehisadv e
accepted as valid by oneiof even though neither node authenticated this message. (This definition is a
straightforward Al i dfsdacurtyfor message authentedtian [Bdllare et al.r2@00] to tha
multi-party setting.) As above, let Bicc |[S1] denote the adversaryds prob



the values oBandl. Fixing? some time bound, we say a scheme istaf(, -$egurecryptographic key
distribution schemd, for any adversary running in tintlewe have

Prs [Pr[Succ |S, 1071018 U .

Note that we must now limit the computational abilitieshaf adversary since secure sege authentication
for an unbounded number of messages is impossible otherwise.

It is instructive to note that a key pdestribution scheme secure in the basic sense need not be a cryptographic
key distribution scheme. For example, consider a scheme in Whistequal tK; ; gipr some (NjNj) @i, j))

with some high (i.e., nenegligible) prolability; this is true for both the Eschenaw&igor and ChasPerrig

Song schemes. Now, even if an adversary does not compranyisedes, and even if it cannot guesg (and
hencethe scheme remains secure in the basic sense), gnr@asdhnot a secure crygraphic key distribution
scheme. In particular, an adversary can take messages that were authentiddjtechby d i Nj, e nadnedd s
these messagesjtahile claiming hey originated from; with high probability (namely, wheneviy w K),

the adversaryds insertion goes undetected.

This problem of Arepeated keyso has been noticed
that subtle problems mayias e even when the probability of #Arep
by different pairs of parties are riatlependen(in an informatiortheoretic sense), a formal proof that the
scheme meets the requirements of a cryptographic key distntagheme will not be possible. In fact,
dependence between keys generated by the various pairs of parties reflects a serious potential vulnerability,
this leaves open the possibilityr@latedkey attack®n the message #entication code or the lowevel

primitives (e.g., block ciphers) from which the MACconstructed. The possibility of such relakey attacks
alsorulesoutth easy fAfi x 0 -pendthe dentties ofithee deader/rgreiver to any authenticated
messages; althoughtipsr e ve nt s tklegy fMr eaf ¢ atc é&rditddesnothirg sogtact aganst| i
relatedkey attacks.

Luckily, it is simple to derive cryptographic key distribution schemes from kegiptebution schemes in the
random oracle modgBellare anl Rogaway 1993]. L&j; be the key derived by nodeandj in some key pre
distribution scheme which issismed to be secure in the basic sense discussed above. These nodes then
computed =H (i, j, Kj), whereH is a hash function modeled asamdom oracle This keyy is then used by

i andj (as the key foanysecure MAC) to authenticate their communication as suggested above. It can be
shown that if the initial scheme i87(, -$eg¢ure in the basic sense, and if the probalfifprgery for the

MAC isT Nfor an adversary running in tin19, thenthe modified scheme is§ ¢, -7 + ( -7 Nj -s&écure
cryptographic key distributioacheme, wherg, is a bound on the number of random oracle queries (i.e., hash
function evaluations) made by an adversary. The proof is straightforward, and is omitted here.

Since one may always convert any secure keydteibution scheme into a crygaphic key distribution
scheme, we will analyze the security of our proposed schemetih e fAbasi co0 sense wit
the above transformation should be applied before the scheme is used in practice. This modular analysis of
security is (we believe) simpler, more intuitive, and less prone to error.

3. BACKGROUND: BARBMSTRIBKIEON SCHEME

Blom proposed a key piistribution method that allows any pair of nodes in a network to be able to derive a
pairwise secret key [Blom 1985]. It has the prop
communicaon linksofnonc o mpr omi sed nodes r emai n sseeccuurree o()we ur
terminology of the pr evijiOpsuesc usreec,t iwhne r et hde issc htehnee |
now briefly descr i lemadBdomesigbt meddidateomseo the sckemé in arder to make it
more suitable for sensor networks, but the essential features remain unchanged).



We assume some agreecb o n  (x & matrix & Qver a finite fieldGF(qg), whereN is the size of the netwior

andq > N. This matrixG is public information and may be shared by different systems; even adversaries are
assumed to know. During the key generation phxte thée&) ba:
symmetric matrbD overGF(g), and computeanNx ( & + 1 A= (Ia3)',rwhexe D - G)' is the

transpose ob - G. Matrix D must be kept secret, and should not be disclosed to adversaries or to any sensor
nodes (although, as will be discussed, one rovDof®)" will be disclosed to each ssor node). Becaus2is
symmetric, it is easy to see that

A-G=(D-G)'-G=G"-D"-G=G'"-D-G=(A-G)";

i.e.,A-Gis a symmetric matrix. If we l&€ = A - G, we know thaKj = Kj;, whereK; is the element in thith
row andjth columnof K. The idea is to us€; (or K;i) as the pairwise key between naded nodg. Fig. 1
illustrates how the pairwise ké§; = K;; is generated. To carry out the above computation, naatedj should
be able to comput; andKj, respectively. Thisan be easily achieved using the following keygistribution
scheme, fok=1, ... N:

(1) store thekth row of matrixA at nodek, and

(2) store thekth column of matrixG at nodek.

Then, when nodasandj need to establish pairwise key, they fegthange their columns &fand then
computeK andKj, respectively, using their private rowsAfBecausés is public information, its columns

can be transmitted in plaintext. 't ke ubeen fshm
columnsoflGar e | inearly -eedapengdeonperiThi guarantees t he
includingi andj) have any information abol; or K.
A=(D-G)f G (D-G)¢G -
i X K,
i
- & X
O
N | 4
= A+l — | < N -|

Fig. 1. Generating keys in Blom’s scheme.

An Example of a MatrixG

We show an example ofamatwhi ch can be used in the aboveG sch
must be linearly i nde p-secuckg@perty. Sinte eaah darwise key is repgrdsentedv e
by an element in the finite fiel@F(q), we must seq to be larger than the key size we desire. Thus,-ii64

keys are desired we may choasas the smést prime number larger thaf*Zalternately, wenay choose| =

2°%: note that for all reasonable valued\bive will haveq > N as required. Lesbe a primitive element of

GF(q); that is, each nonzero elemenG#i(qg) can be represented by some powes. & feasibleG can be

designed as follows [Macillilams and Sloane 1977]:

1 1 1 1

s s &£ ... §N
G = s? (s2)2 (83)2 (sN)Z

s:’\ (32:))\ (sé)k (31\21))\

Sincesis primitive,s 1 dif i | j modg. SinceG is a Vandermonde matrix amd>N,i t can be show
+ 1 columns ofG are linearly independent [MacWilliams and Sloane 1977]. This m@tha&s the nice property

that its columns can be generatedabyappropriate powaf the primitive elemerd. That is, to store thieh

column ofG at nodek we need only store the segcht this node which can then regenerate the column when



needed. Other tradeoffs between memory usage and computational complexity will be dlaterssethe
paper.

4. AMULTIPLE -SPACE KEY PRE-DISTRIBUTION SCHEME
Bl ombs scheme achi eves ogirelatively largernmemarylgairemernt. ddergq we t h e
demonstrate a scheme which achieves gbaalthough not optimad resilience butvhich offers the

advantage of requiring much | ower memory wusage.
method guarantees thay pair of nodes can establish a shared secret key. If we imagine a graph in which eac
sensornodeisavertexnd t here i s an edge between nodes only

scheme results in@mpletegraph (i.e., an edge exists between any two nodes). Although such connectivity is
desirable, it is not necesgail o achieve our goal oflawing any two nodes to communicate, all we need is a
connectedyraph. By relaxing the requirement in this way, we achieve a scheme requiring much less storage.

Before we describe our proposed scheme, we detkey apacéor spacen short) as a matril as defined in

the previous section. (The matwill be fixed.) We say a nodeolds key spacP if the node stores the secret
information generated frord(G) usi ng Bl omds scheme. Note that tw
hold a common &y space.

4.1 Key PreDistribution Phase

During the key pralistribution phase, we assign information to each node such that after deployment
neighboring sensor nodes can establishaseshsecret key with high prdiity. Assume that each sensor node
has a unique identity ranging from 1 Our key generation/distribution phase consists of the following steps:

Step 1: Generating aG matrix. We first select a primitive element from a finite fi€dF(q), whereq is larger

than the desired key length ¢halsog > N), and then constructamati&o f s i z e N ds discussed in
the previous section. (Here, @& is p@G(repesantdhgh who s
column ofG. Our goal is to provid&(j) to nodg. However, asliscussed in Section 3, althouglj) contains

(e« + 1) el ements, each sensor only needs to stor
of the desired column) which can be used to regené&@teTherefore the memory usage foorsng G (j) at a

node is just a single element. Since the seed is unique for each sensor node, it can also be used as a node
identity.

Step 2: Generating keyspace®We gener ate ¥ randbym,.Dsoyfmnseitzre( & oma+t
1). We thercompute the matrid = (D; - G)'. Let A(j) represent thgh row ofA.

Step 3: SelectingJspaces pernodefor each node, weU r <disthu key spaces édme c t
the ¥ possi bl e cselected sy noddwve storehajtt row af iy a thignode. This
information is secret; under no circumstance should a node send this information to any other node. Using

Bl omés scheme, two nodes can establish a common
SinceAjisanN (&= + 1 A()mactornitxa,i ns (& + 1) el ements. Ther
elements in its memory. Because the length of each element is (roughly) the same as the length of the share
secret keys which will ultimately be generated,ihe mor y usage of each node i s

the key (we do not count the seed used to regen8(gtesince this seed may also serve as the romidity).

4.2 Key Agreement Phase

After deployment, each node needs to discover whetherrgshiey space with its neigjors. To do this, each
node broadcasts a message containing the foll owi
it carries? and (3) the seed used to generate the appropriate coluB(asfmentionedaglier, we could also let
this be equal to the node identity, in which case this step is not needed).



Assume that nodesandj are neighbors, and have sent the above broadcast messages. If they determine that
they share a common space, Bgytheycano mput e a pai rwi se secret key
nodei hasA¢ (i) and seed foG(i), and nodg hasA(j) and seed foG(j). After exchanging the seeds, nadan
regenerat&(j) and nodg can regeneraté(i); then the pairwise secret k&y = K; between nodeisandj can

be computed in the following manner by these two nodes, respectively:

Kij = Kiji = Adi) - G() = Ac() - G(i).
After secret keys with neighbors are set up, the entire sensor network forms the fokeysh@ring graph

DEFINITION 4. 1.(Keysharing graph)Let V represenall the nodes in the sensorwetk. A keysharing
graphGys (V, E) is defined in the following manner: For any two nodasdj in V, there exists an edge
between them if and only if (1) nodeandj share at least one common key space, and (2) nede can
reach each other (i.e., are within wireless transmission range).

We now show how two neighboring nodesndj who do not share a common key space can still establish a
shared secret key. Tieea is to use the secure channels that have already been established irsttzgikgy
graphGys as long a$ysis connected, two neighboring nodesdj can always find a path i@ysfromi toj.

Assume that the pathiisvy, . . . ,v, j. To esthlish a common secret key betweemdj, nodei first generates

a random ke¥. Theni sends the key t@ using their secure linky; sends the key t@ using the secure link
betweenv; andv,, and so on untjlreceives the key from. Nodes andj use this secret kely as their pairwise

key. Because the key is always forwarded over a secure link, no nodes beyond this path can determine the k

4.3 Computing v, U, and the Memory Usage

As we have just shown, to make it possible for any pair of niodes able to find a secret key between them,

the key sharing grapBs (V, E) needs to beonnectedGiven the size and the density of a network, how can we
select values for ®&gisscondectét withthighprobabilidy? We usestbibayvingitiorée

step approach, adapted from [Eschenauer and Gligor 2002]. Although this approach is heuristic and not
rigorous, it has been suggested and used in previous work in this area [Eschenauer and Gligor 2002; Chan e
2003].

Step 1: Computingrequired local connectivity. Let P. be the probability that the key

sharing graph is connected. We refer to this agltieal connectivityWe letlocal connectivityp refer to the
probability of two neighboring nodes sharing at least one spacehégrdbability that two neighboring nodes

can establish a common key. The global connectivity and the local connectivity are related: to achieve a desi
global connectivityP., the local connectivity must be higher than a certain threshold value t¢ediedjtiired

local connectivityand denoted brequires

Using results from the theory of random grapghips and Enyi 1959], we can relate the average node degree
d to the global connectivity probabilify. in a network of sizé\ (for N large):
d= (NA_T D [In(N) = In(—In(P.))]. (N
Fora given density of sensor network deploymentn le¢ the expected number of ndigins within wireless
communication range of a node. Since the expected node de@gesluld be at leastas calculated above,
the required local connectivityequireaCan be estimated as:
d

Prequired = H . (2)

We stress that this only guarantees connectivity in a heuristic (and not a rigorous) sense: to apply the theory
random graphs it must be the case that a node haswitigegher nodes uniformly distributed throughout the
graph Here, however, nodes only have edges to their physiclabe neighbors. Yet, we are not aware of any
problems in practice with using this heuristic estimate.




Step 2: Computing actual local connectivityAf t er we have sel ect aldocat al ues
connectivity is determined by these values. Wepdsg. to represent the actual local connectivity; namely,
Pactual IS the actual probability of two neighboring nodes sharing at least one key space (which is the same as
probability that thg can establish a common key). Simggua= 117 Pr(two nodes do not share any space), we
have

D), (w=n

Pactual =1 — ~T——F—==1— m 3)
Values ofpacuh @ave been plotted in Fig. 2 fdor e>délnjp1€, oBe can4 ,
see that when U =ealmostlireorderdolachieve tod¢al cannegtimity;t OO0.1b.
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Fig. 2. Probability of two nodes sharing a key when each node hold 7 key spaces chosen randomly from a set of
w key spaces.

The collection of sets of spaces assigned to each densoa probabilistic quorum siem [Malkhi et al. 2001]
; the goal is for two sensors to have a space in common wittptogabiity. Next we show that if

UO | +———1 , then the probability of intersectionis at lepgtis FOTr e x a @pd & ,theh e n

probability of intersectionis at least 1/2. This helps explain the behavior observed ir2 Figproof of this
fact, similar to proof of t hekndbthati hQEdfyralx®0.ado x 0
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Step 3: Computing¥ and UKnowing the required local connectivifequirea @and the actual local connectivity
Pactua IN Order to achieve the desired global connectiitywe should havpacwa Oprequired Thus:

1-e v >
£r< nN

So, in order to achieve a cert&pfor a network of siz&l with n expeted neighbors for each node, we just
need to find values of andUsuch that Inequality (4) is satisfied.

[~

() - In(~Ia(P,). 0

Step 4: Computing memory usage-or each sel ected space in Bl ombs
field elements; Hence the total memory usagemeach node is:
m=(A+1)7 (%)



field elements (As mentioned earlier, we do not count the seed needed to géqesatee this can also serve
as the node identity.)

5. SECURITY ANALYSIS

We evaluate the multiplspace key préistribution scheme in terms of itssikence against node capture. Our
evaluation is based on two metrics: (1) Whkeatodes are captured, what is the probability that at least one key
space is broken? This analysis shows when the network starts to become insecure. )Mlasrare

captued, what fraction of the additional communication (i.e., communication amuapturedhodes) also
becomes compromised? This analysis shows the expected aayaftersary obtains after ¢apng a certain
number of nodes. In our analysis we assumethigaadversary has ropriori knowledge of the keys carried by
each sensor and we therefore model the attacker as compromising random nodes.

5.1 Probability of At Least One Space Being Broken

We define our unit of memory as the size of a secretkey(e.@ 4 bi t s) . I n Bl omés sc
secure each node needs to use memor ymand éachsnode eeeds +
tocaryUs paces, the valQule. oWe au sseh otul ids bweaglanakysisf or & i n

Let S be the event that thth key space is compromised (for {1,.. . ,¥}), letC be the event thatnodes are
compromised in the network, and det —. We have

Pr(at least one space is brok€)) = Pr§,° S° é ° S |C)).

Applying the union bound, we obtain

Pr(§; U---US8, | Cz) <Y Pr(S; | Ca).
i=1

Due to the fact that each key space is broken with equal probability, we have

S Pr(Si | C2) = wPH(S: | Ca).
i=1

Therefore,
W
Pr(at least one space is broken | C;) < ZPr(S.i |Cz) = w-Pr(S1|Cz). (6)

We now need to calculate B( C,), the probability of the first key space being compromised when x nodes are
compromsed. Because each node carries information tdspaces, the probability that each compromised

node carries information about the first key spadess-. Therefore, aftek nodes are compromised, the
probability that exactly of thesex nodes contain information about the first key spa¢® (17 d)* .'Since
each key space can be Abrokenod onl tyh adcdeegproperytofthee a

underlying Bl omés scheme), we have the foll owing
prisile= 3 (F)ea-o. ™
jeag1 M

Combining Inequality (6) and Equation (7), we thus abthe following upper bound:

Pr(at least one space is broken | C;) < w- Z ( )HJ 1-
J=A+1

5 ()@ (1—5)“‘- ®

F=A+1

We plot both simulation and analytical results in Fig. 3. From the figure, the two results match each other
closely, meaning that the union bound works quite well in the scenarios we discuss. Fig. 3 shows, for exampl



that when the memory usage is setto 200s setto 50, antli s set to 4, the value
06— O 1, but an adversanmyeeds to capture about 380 nodes in order to be able to break at least one key spa
with reasonabhhigh probability.
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Fig. 3. The probability of at least one key space being compromised by the adversary when the adversary has
captured z nodes (mn = 200, w = 50). The value p in the figure represents pgctyal-

5.2 The Fraction of @mpromised Network Communication

To better understand the resilience of our keydis&ribution scheme, we explore the effect of the captuxre of
sensor nodes by an adversary on the security of the rest of the network. In particular, we calculatemnhef frac
additional communication (i.e., communication among the uncaptured nodes) that an adversary can compror
based on the information retrieved from iheaptured nodes. To compute this frae, we first compute the
probability that any one of thadditional communication links is compromised afteodes are captured. Note
that we only consider the links in the kglyaring graph, and each of these links is secured using a pairwise key
computed from the common key space shared by the two nodes lrfik. We should also notice that after the
key setup stage, two neighboring nodes can use the established secure links to agree upon another random
to secure their communication. Because this key is not generated from any key syssmrttyeofthis new
random key does not directly depend on whether the key spaces are broken. However, if an adversary can
record all communication during the key setup stage, he/she can still compromise this new key after
compromising the corresponding links in #ey-sharing graph.

Letc be a link in the keygharing graph between two uncompromised nodes, akKdoetthe communication
key used for this link. Lef denote théth key space, and let; represent the joint event th&tbelongs td§ and
S is compromised. We use the notatlbn St o r e pr e s l¢ wat detivhdausingd k e Vhe pr ob e
¢ being compromised given the compromise other nodes is:
Pr(eisbroken | Cy) =Pr(BiUB U---UB, | Cz).

Since ¢ uses only one key, events By, ..., B,, are mutually exclusive. Therefore,

Pr(cis broken | C;) = ZPr(B,— | Cz) = w-Pr(B; | Cp),

i=1

because all events B3; are equally likely. Note that
_ Pr((K € 81) N (851 is compromised) N C;)
= Pr(C,) |
Since the event (K € S1) is independent of the events C, and (S is compromised),
Pr(K € S;) - Pr(S; is compromised NC,)

Pr(C;)
Pr(K € 8;) - Pr(S; is compromised | Cy).

PI‘(Bl | ch

Pr(B, | C;) =




Pr(S is compromised C,) can be calculated using Equation (7). The probabilityKHalongs to spacs, is
the probability that linlc uses a key from spa&. Since key spaces are assigned uniformly fromsthe
possibilities, we have:

. 1
Pr(K € S1) = Pr(the link c uses a key from space S;) = "

Therefore,
Pr(cis broken | C;) = w-Pr(B; | Cz)

1 . .
w - — - Pr(8; is compromised | C;)
w

= Pr(8; is compromised | C;)
= m) TV\I T\2—i
) (=) (1-= - €)
= 6eEre-n
As sume t ha ecure dommueicaion lenks that do not involve any oftkempromised nodes. Given

the probability Pr§ is broken| C,), we know that the expected fraction of broken communication links among

those o0 I inks 1is
~ - Pr(c is broken | Cy)

Y

= Pr(c is broken | C;)
= Pr(S, is compromised | C,). (10)

5.2.1Comparison to previous worke firstconsider the compromise of links in the l&haring graph. Fig. 4
compares our scheme with the CiRerrigSong scheme (far = 2, 3) and the Eschenau@ligor scheme (i.e.,
with g = 1). The figure clearly shows the advantages of our scheme. Takingxanaple the case in which

= 200 andoactua = 0.33, in both the ChaRerrigSong and Eschenau@ligor schemes an adversary needs to
compromise less than 100 nodes in otdezompromise 10% dhe links in the keysharing graph. In our
scheme, howevethe adversary needs to compromise 500 nodes before compromising 10% of the links.
Therefore, our scheme quite substantially lowers the initial payoff to an adversary fescamletwork
breaches. We remark that although Chan, Perrig, and Song proyeeging the security of their scheme

using multipath key reinforcement [Chan et al. 2003], the same technique can be applied to our scheme to
improve the security as well; we leave further comparison to our future work.
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Fig. 4. Fraction of compromised links (in the key-sharing graph) between non-
compromised nodes, after an adversary has compromised z random nodes. Here, m is
the memory usage of the scheme and pg1q; denotes the probability that any given pair of
nodes can directly establish a pairwise key.

| n Bl omés sne BO® treenetwovk lis parfectly secure if less than 200 nodes are compromised, but is
completely compromised as soon as 200 nodes are compropysegdi(s al ways equal to



In Fig. 4, we have only considered the security performance of gyrkelistribution scheme when two
neighboring nodes can directly compute a shared key. Since the local connection probability is less than 1, tv
neighboring nodes might need to use a hap path to set up a shared key (as discussed in Section 4). We
refer to the secure channel edisiibed in this way as andirect link When any node or link along the muilti

hop path used to establish an indirect link is compromised, the indirect link itself is also compromised. Our
analysis in Fig. 4 does not take Bundirect links into account.
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Fig. 5. Fraction of compromised links (including indirect links) between non-compromised
nodes, after an adversary has compromised x random nodes.

Due to the complexity of the analysis in this case, we used computer simulations to compare the resilience o
our scheme in this case to previous schemes. We simulated a sensor network W00 nodes where

indirect links were assumed between any pair of nodes where a direct link did not exist (the indirect link was
assumed to be set up over the shortest existing path within tteh&iggg graph); all other system parameters
arethe same as in n Fig. 4. We randomly pidk sensor nodes and considered them to be compromised. We
then counted the number of secure links (including indirect links) that are compromised due to this capture. T
results of our simulation are shown in Fig¢®rom the figure, we see that ouneme is still significantly

better than the Eschenaw@ligor and ChafPerrigSong schemes. However, in all these schemes, the fraction
of communication links compromised when indirect links are taken into account increases more quickly. This
due to thdact that, when considering indirect links, some of the intermediate nodes and links that help to
establish the indirect links might be compromised, leading to the compromise of a portion of the indirect links
This also explains why the fraction of coraprised links wheacua = 0.33 is slightly higher than whahctual

= 0.5, as there are more indirect links in the former scenario than in the latter scenario.

5.2.2Further Analysis.Even though Equation (2an be used for numerical contgtion, it istoo complex to

allow a closediorm analytical result expressing the relationship between ¥, andU The results in Fig. 4

indicate that there is a small rangexaf which the fraction of compromised links increases exponentially with
respect tox. Here, we develop an analytical estimate of this range. It should be noted that Equatidre(&ilis t

of a binomial distribution. Therefore, using known bounds on the tail of a binomial distribution [Peterson 1972
we can derive the following theorem whose proof is given in Appendix A.

THEOREM 5. 1Assume thad —= 1, sothate- -8 & Define the entropy function gf for 0 Oy O1, as
H(y) =TyInyT (17 y) In(17 y) and letH K§) = dH(y) /dy. Thenfor all xOa-+, 1

1 —zE(a,9) < - (m) j z—j
_— ’ )P (1—-0)"7,
2y za(l — o) ¢ - Z ( )

F=A+1



where . = 211, 0 = T and E(a,6) = H(6) + (o — §)H'(8) — H(c:). Furthermore, if

W
T

then

T

Z (m)ag(l _6)1:—;," < e—zE(a,B)_

F=A+1

According to [Peterson 197U d) < 0 wherx > —. So, wherx > —, the lower bound iridates that the tail

of the binomialdistributionincreases exponentially withggect ta. It is also true thaE(U d) > 0 when
Inequality (11) is satisfied [Peterson 1972]. The upper bound indicates that the tail of the binomial distribution

can be egonentially bounded away from 1 wheis much less than—. For example, whem= 200,U= 2, ¥
=11, andkis 25% less thaa— (i.e.,x = 0.75- — = 413), then the upper boundd3®®°= 0.006, which is two

orders ofmagnitude smaller than 1. Henee; can be used as an estimate (upper bound) of the vakferof
which the fraction of compromised links increases exponentially with respecdtothe adversary can obtain
higher payoff when the number ofdes it compromises is close-te-.. The results shown in Fig. 4 verify that
this estimate is quite accurate.

Based on the above discussion, the number of nodes an adversary needs to compromise to gain a significan
payoff is linearly related tthe amount of the memory used wheandUare fixed. That is, if the probability of
any two nodes sharing at least one sppgga is fixed, then increasing the memory space at each node linearly

increases the degree of security. For fixed memorgayghe security is linearly related-to Sincey andUare
related topacway ONE should choose those values @indUthat satisfy the requirement on global connectivity
and at the same time yield the largest value-.ofor examte, by using Inequality (4), one may find all pairs

¥, U satisfying the requirement on the global connectivity. Among all the pairs, ¢heitinthe largest value
of — gives the best security.

When the average number of neighbors of eaclosénsecreased, Equation (2) shows that the valpgqafed
increases. For a network sizeN with desired global carectivity P, the value 0facua must be increased in
order to guarantee that the whole network is connected. However, the resifiena scheme is weakened due
to largerpacwar In the following we give a simple sufficient conditiono(the average number of neighbors

per node) such that our scheme is Auseful o; i.e.
Blombs scheme. That is, we walichguaranteésiGrd.As derivedimi ni mu
Section 4.3,

72

Dactual = 1 —€ @ .

Thus, wherLi ‘Q ™~ Oprequirea= d/N theNPactual OpPrequires It iS €asy to deriveh at  wh e n-evethe n O
requirementPacuual OpPrequired CAN be satisfied whilsimultaneously achievimg/( > 1. For example, withl =

1000 ando. = 0.9999, havingp= —— =26 neighbors per node (on average) implies that our scheme is
Auseful . o

6. OVERHEAD ANALYSIS

6.1 Communication Overhead

According to our previous discussions, the probaljility., that two neighboring nodes share a key space is
less than 1. When two neighboring nodes are not connected directly, they need to find a path (isltherigy
graph)to connect to each other. In this section, we investigate the number of hops required on this path for
various parameters of our scheme. Our analytical approach is similar to that given in [Chan et al. 2003].



Fig. 6. Overlap region Agyeriap(2).

Let pn (&) be the probability that the smallest number of hops needed to connect two neighboring &odes is
Obviously,pn (1) IS pactuar FOrpn (2), the third node connecting these two nodes must be in the overlapped
region of the transmission range of ne@ded nodegj, as shown in Fig. 6. The size of this overlap region is:

Aoveriap(2) = 2r2 cos ! (2%) —z-4/72— (g)g, (12)

wherer is the transmission range of each node. The total number of nodes in the overlap region is:
n
No'uerlap(z) = onverlap(z)a

wheren is the total number of sensor nodes in the transmission range of a sensor node

We then calculatpn (2, ), the probability that andj are not connected directly but there exists at least one
common neighbor connecting them, given that the distance betwadpis z

Ph(2,z) = (1 _pactual)[l _p2,1(z)]a
wherep, 1 (2) is the probability that none of the commueighbors of andj is connected to both of them given
thati andj are not connected.

The value opy, (2) can be calculated as the averagp,@2, 2) throughout all the podse values of

pu(2) = / " F@p(2, )z,

where f(z) is the Probability Density Function (PDF) of z:
_OF(Z) 8[Pr(Z<2)] 8 [nz®] 22
&= =& —5[5] -
A similar approach may be used to calcuf@t€3). The aly difference is that, in the casemf(3), we need to
find the probability that two nodesandyv, that are neighboring to nodeandj, respectively, should provide a
secure link between nodeandj as shown in Fig. 7.

Fig. 7. Overlap region for p(3).



We provide the full derivadns ofp, (2) andpy, (3) in Appendix B. The final results are as follows:

Pr(2) = (1 — pactuat) * !1—2/0 Yy p

‘P22

2 20001 (8)-

/] dy]

pr(3) ~ [1—pa(1) — pa(2)] [1-2/01:,,.@3, o Jo %2 200571 (8)-2y/1-(3 ]dude Z]

where

)]

P22 =

1= “77) [(¢) = 2(“77) + (“7*r

)’

w -r 7—17—1 7—MaX(a,b)

ZZ

D32

ZZE

T = /12 +z2+2yzcos(9).

rr Y OOCMEZI6E)

We plot the values g, (1), pn (2), andpn (3) in Fig. 8. From these figures, we can observegthgit) + pn (2) a
1 whenUis large (i.e., the probability that at most 2 hapsrequired is essentially 1).
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Fig. 8. Distribution of the number of hops required to connect neighbors (w = 50).

6.2 Computational Overhead
As indicated in Section 3, it is necessary for nodes to calculate the common keys by using the corresponding
columns of matrbxG. If G is a Vandermonde matrix, the dominating computationalafostir scheme is due to

: 1T 1aome from the need to regenerate the corresponding column of

2 3 1 multiplications in the fieldsF(q)
Gfrom a seed, wh

with this @lumn ofG. Note that
polynomial evaluation. (Althoug®( &)

multiplications.)

|l e th

e

t his

ot her
can be
a d dGF(g) iare als® necessary, these are dominated by the field

Table I. Time (ms) for computing a 64-bit secret key (A = 50).

Four 16-bit keys

Two 32-bit keys

One 64-bit key

> multiplicatb@ns

easily reduced

Time (ms)

8.94

14.45

25.67

A natural choice is to worWith fields of characteristic 2 (i.e., fields of the fo@#(2")) both because
multiplications in this field are rather efficient and also because elements in such fields naturally map to bit
strings which can then be used as cryptographic keys. We elibatto derive a 6Mit key it is not necessary

to work overGF(2) with k O6 4 ;
each of which lie in a smaller field. As an example, #ié4ey can be composed of four-b keys. In
general, this will lead to improved efficiency since, continuingwi t h e

GF(2')

by working overGF(q) whereqi s

do not rely on any
GF(qg) with g > N, whereN is the number of nodes in the network.
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We implemented our key pidistribution scheme on MICAz sensardes [CROSBOW TECHNOLOY,
INC. ]. The time of computing a &dit key wherm=200and>= 4 (i .e., & = 50) i s

various underlying fields. Note that when working o@#(2'°) the total number of multiplicationsisz & =

200, while when working oveBF(2%?) the total number of multiplicationsisz &  80. We list the

performance for computations using-di§, 32-bit, and 64bit multiplications. e perfomance results indicate
that moving to smaller fields does improve the performance. More importantly, the results show that our key
pre-distribution sclkeme is quite practical: if we use four-tbh subkeys as a 6bit key, a sensor can compute
over 100 such keys within one second.

7. IMPROVING SECURITY USING TWO -HOP NEIGHBORS
In this section we describe a way to further improve the security of our&elyspribution scheme, following
[Chan et al. 2003]. Using Inequality (4), we have

2 =1

1l—e % >
. - naN

In(N) — In(~ In(P.))] (13)
Notice that the left side is smaller whernis larger, and the right side is smaller wimae larger when other
parameters are fixed. Therefore, when the networkNsiziee global connectivit., andUare fixed, we can
select a larger if the expected number of neighbargicreases while dtisatisfying the above inequality. We
know immediately from Inequality (11) that the larger the value f, the more resilient the network will be.
Therefore, increasing can lead to security improvement.

One can increageby increasing the commurition range of a node, but this also increases the energy
consumption. Another approach is to use-tvap neighbors. A twdop neighbor of nodeis a node that can

be reached via one wbd s -hom (er direct) neighbors. To send a message to dbpaeghbor,v needs to

ask its direct neighbor to forward the message. Since the intermediate node only forwards the message and «
not need to read the contents of the message, there is no need to establish a secure channel between the se
and the intermdiate node, or between the intermediate node and thadwmeighbor. As long as the sender

and its twehop neighbor can establish a secure channel, the communication between them will be secured.

If two nodesj andj, are twehop neighbors and both tifem carry key information from a common key space,
they can find a secret key between themselves using the following approach: First, they find an intermediate
nodel that is a neighbor of both of them. Nodesdj then exchange information as in theedrop case,

except that this is done viaThen,i andj find a common key space, and compute their secret key as before.
Nodesi andj can then encrypt any future communication between them using this key. Although all future
communication still needs fmass through an intermediate node, the intermediate node cannot decrypt the
message if it does not carry the key space sharedryj.

After all direct neighbors and twlwop neighbors have established secure channels among themselves, the enti
netwak forms anextended kegharing graphGeksin which two nodes are connected by an edge if there is a
secure channel between them; i.e., these two nodes (1) have at least one common key space, and (2) are ei
direct neighbors or twhop neighbors. Onoge have forme@es key agreement between any pair of two
neighboring nodesandj can be performed based Gain the same way as it is performed based on the

original keysharing grapltys The only difference is that now some edges in the grapbseqtra channel

between twehop neighbors, and thus message forwarding is needed.

7.1 Security Improvement

Security can be improved significantly if key agreement is basé&l,@rWhen we treat a twhop neighbor as

a neighbor, the radius of the range@ed by a node doubles, so the area that a node can cover is increased by
a factor of four. Therefore, the expected number of neighbbdos each node iGeksis about four times as

large inGys. According to Equations (1) and (2), to achieve the sampectivityP. as that ofGy, the value of
Prequired fOr GeksiS one fourth of the value @fequireafor Grs Thus, the value qfacrua for Geksis one fourth of the



value ofpacua for Ges As we have already shown, whidis fixed, decreasing the desd pacwa means that

can be increased. For example, assuming networksiz&0, 000, connectivity probabilif§.= 18 10°, and
fixing U= 2, we need to selegt= 7 for theGysbased key agreement scheme; however, usinGdkéased
scheme, wean selecty = 31. The security of the latter scheme is improved significantly. Using Equation (9),
we plot the fraction of compromised links for the above two cases in Fig. 9.
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Fig. 9. Fraction of compromised links in the kegharing and extended kegharing graphs. The left curve
uses the dhop-neighbor scheme (with w = 7 arld= 2), and the right curve uses thet®p-neighbor scheme
(with w = 31, andJ= 2). Both figures achieve the same global connectivity probabiliy B.99999. Note
that the resiliece only depends on the values of w dgdvhile the connectivity probability depends on
whether a onehop or twehop scheme is used.

7.2 Overhead Analysis

Such security improvement does come with a cost. If the length (the total number of edged) banmsn
twonodesirGeisi S a, the actual number of hops al &Gag t hi
connect twehop neighbors. For each node, the number oftew neighbors on the average is three times the
number of onéhop neighbord nodes are uniformly distributed. Therefore, assuming that the probability of

selecting atwéhop edgeandaositeop edge is the same, for a path o

2a-zta = 1. 75a (not e, onecawahieve bettertthdms by selectivay choasing onee
hop edges when they exist). ligt( a) b€ af) h @ al uopaeighborisaheme andigt( a) be t
ph(ada) value of the basic s c h esmethe maxienum lengtmdf the slogdstn g
path between two neighborslisThen the ratio between the overhead of thehaeneighbor scheme and that

of the basic scheme can be estimated using the following formula:

L
Pr(1) + ), 1758 pi. (£) (14)
L )
23:1 2 p;;l(e)
where we do not need to miplly first term by 175 since if two neighbors share a common key, the path
between them is never a tvop edge. As an example, the overhead ratio of the two schemes used in Fig. 9 is

3.18: namely, with 3.18 times more overhead, the resilience is improved byraofattd@he communication
cost discussed here occurs only during the key setup phase, so itisraeooest.

Relative Overhead =

8. CONCLUSIONS

We have proposed a framework in which to analyze the security of kelygpribution schemes, and we expect
this framework willbe useful to others working in this area. We have also presented a new pairwise key pre
distribution scheme for wireless sensorwetks. Our scheme has a number of appealing properties. First, our
scheme is scalable and flexible, and nodes do not ndeldeployed at the same time; they can be added



after initial deployment, and still be able to establish secret keys with existing nodepa@ahto existing key
pre-distribution schemes, our scheme is substantially more resilient against node €ntargalysis and
simulation results have shown, for example, that to compromise 10% of the secure links in a network securec
using our scheme, an adversary has to compromise 5 times as many nodes as he/she had to compromise in
network secured by the Cén-PerrigSong or Eschenau&ligor schemes. Furthermore, we have also shown

that network resilience can be further improved if we use #haftineighbors.

We have conducted a thorough analysis of the efficiency of our scheme. We have shown tipgdain

0.33, a node can (with very high probability) reach any neighbor within at most 3 hops. The computational
requirements of our scheme are very modest, as demonstrated by our implementation on MICAz sensor nod
and resulting performance.

APPENDIX
A. PROCF OF THEOREM 5.1
AssumexOsr + 1. According to the bound on the tail o

can be bounded as follows:
1

a (1 — o —(1—a)zgazq _ pg\(l—a)x = T if1 _ aYe—3
2ral—a) (1-a) 6°(1 — 6) < > (j)BJ(I 6)

F=A+1
and if & > 6, then

T

Z (x)gj(l _ 6):!:—]' < a—az(l _ a)—(l—a)zea:n(l _ 9)(1—0¢):lej (15)

J=At1

where a = % and§ = T. Since A = T > 1, we have A + 1 = A. Consequently, a ~

A = 7. By taking the logarithm of the upper bound of Inequality (15) and multiplying by

F1
— =, we have:

_% In (afa'.a:(l _ a)f(lfa)wecm(l _ 9)(17a)z)
= —H(a) —alné—(1-a)ln(1-6)
—H(a)+ Hf)+ (0 —a)lnf+[(1-6) — (1 —a)|ln(1—-6)
= —H(a)+ Hf) + (e — 8)(—Inf + In(1 — 6)).
Since H'(y) = dH (y)/dy = In(1 — y) — Iny,

1
_- —az (1 _ N (l—a)zgazrq _ gy(l—-a)z
- In (a (1-aw 6**(1—6) ) = E(a, )

where
E(a,0) = H#) + (a— 6)H'(6) — H(a).
Finally,
m _ T
a>f = —>—
T W
mw
< 5
-
giving the claimed result.

B. CALCULATION OF Py(2) AND Py(3)
In the following, we assume the distance between two naaeyj is z.

B.1 Calculation of py, (2)
The third node connecting nodesndj must be in the @rlapped region of the transrsign range of node
and node, as shown in Fig. 6. As stated in Equation (12) the size of this overlapped region is:

— z zZ\ 2
Aaverlap(z) = 2r?cos™! (2—1.) —z.4/r2 = (5) ,



wherer is the transmission range of each node. Since, on the average, each nodeiglalsors within

communication range, the nodal density inside the transmission range is:

n

P=r2

Thus, the total number of nodes in the overlap region is:

No‘uerlap(z) = ponerla;p(z)'
Letpn (2, 2) be the probability thatandj are not connected directly but there exist least one common
neighbor connecting them, given that the distance betieaalj is z. Then:

on(2,2) = Pr{fibjn[FH eN;nN;st. Lo iand L & j]}
= Pr{i¢j}-Pr{i e N;nN;st.leiand L & jli 5}

= (1 - pactual)[l — D21 (Z)]a

where  jand | represent the set of nodes in range of nodeslj, respectivelyp, (2) is the probability that
none of the common neighborsi@ndj is connected to both of them given thandj are not connected, and
¥ means two nodes share at least one key space. Since the choices of key spaces for each node are
independent,

NOUBTG
pg,l(Z) = @252) l p(Z)7
wherep,2i s t he probabi |l it yiandhisanotca@neoteditoddthobthem gived tead) a |,

are not connected. Also:
ma= 1= Cu () (7 (7))

_ o CIE) 200 + ()]

©)’ ’
where(  is the number of ways to seldditeys fromy key spaces far, ( is the number of ways to select
completely differentlkkeys forj, and( -2 +( + ( gives the number of way
such that a iiandconnected to both

The PDF ofz, denoted (2), can be expressed as:
8F(Z) 98[Pr(Z<z)] 8 [nz? 2z
Z)] = = = —_— F = T—2_

f(@) 0z 0z Oz

Thus, we have:
4 2z =
ph(2) — L (1 _Pactual)ﬁ [1 _ @212)Nouerluv( )] dz
1 = 2cos*1(§)—y-\/1—(g)2
= (1 - Pactuat) {1 _2/0 ypg,z[ ]dy )

where we replacebyy =-.

B.2 Calculation of p, (3)
Pn(3) can be calculated with a similar method. We defir(8, 2) as the probability that 3 hops are needed to
connect nodeand nodg, given that the distance between them(sOr):

pr(3,2) = Pr{fi )N [V € N;NN; £isnot connected to both s and 5 | N
[FueN;andveN;stueiandv & jandu & o]}
= [1-pa(1) - pa(2)1 - p3.1(2)];



where 11 ps1(2) is the probability that there existsleast a pair of nodasandv connected to each other and
connected to andj separately, given thatindj are not directly connected, nor can they be connected through
another common neighbor.

The exact calculation gk 1 (2) is complicated. We given approximation as follows: For every neighbof
nodej, we find all possible nodas which may satisfys ug vue . We then calculate the number of such
pairs of (1, v). Assuming that nodeis at location, d) (puttingj at the origin), the distancebetween nodegi
is:

z = /y? + 22 + 2yz cos(8).
Obviously, nodes should reside in the shaded area in Fig. 7. The expected noffiles residing in the
small neighborhood ofy(d) is} ydy-d dThe number of nodes in the overlap region of cireled circlev,
AoveriadX), can be expressed psAoveragX). SO the total number of pairs, /), given that the distance beteni

andj is z, is:
27 T
= [ / pZy . onerlup(m) dy dg'n
0o Jo

where, similar to Eq. (12), Apvertap(z) = 2r% cos™! (%) —xz-4/r?2—(3)%
So,

ps1(2) = (ps2)™®, (16)
whereps 2is the probability that for a pair of nodes N; andvN N;, secure connections cannot be made
through path, u, v, andj, given thai andj are not directly connectetbr can they be connected through a

common neighbr. ps 2can be estimat&as follows:
w w ‘r 7—17—17-MaX(a,b)

ma~1-GE 5SS ()6

a=1b=1 c=1
w— 2T w—2r—c¢\ (w—27—(T—a)
( c )(’r—a—c)( T—b—c )’ an
where(  is the number of ways to selddteys fromy key spaces for, ( is the number of ways to select
completely different)keys forj, a represents the number of common keys shayadandi, b represents the

number of common keys shared\bgndj, c represents the number of common keys sharedamyglv, (
gives the number atiays to select the common keys different éamdj from the pool of key spaceg,

is the number of ways to select fieat ckeys foru, and( gives the numbesf ways to select the
Ud bd ckeys forv. Based on the distribution af we have:

p® = [ 20 ph(1) - 2@ [1 - )]

replacingx, y, andz with x ¥j, y Nf, andz . We further simplify our notation by dropping the primes from
these variables. Thus,

Notes:

! Wireless Integrated Network Sensors, University of California. [Sge/www.janet.ucla.edu/WINS

“We may also leT be a parameter of the definition, but for simplicity have not done so.

3We will show later that a sensor need not store the whole column, because each column can be generated
a single field element.

41f we do not wish to disclose the indices of the spaces each node carries, we can use acspEmgEe
technique instead [Chan et al. 2003].
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