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GUREL, LOIS MORSE. Dimensions of Clothing Interest Based on Factor,
Analysis of Creekmore's 1968 Clothing Measure. (197%) Directed by:
Dr. Eunice M. Deemexr. Pp. 166.

The main objective of this research was to demonstrate construct
validity for a clothing attitude scale by investigating the undexrlying
dimensions of clothing interest behavior as measured by that scale. A
secondary purpose of this study was to investigate hypothesiged rela-
tionships between the clothing interest of groups differentiated by
the demographic variables of age, sex, class, college of enrollment,
and socloesconomic status.

Protocols included a clothing interest instrument, a biompﬁ-
oal dn.tu sheet, and a measurement of social class. Data were collected
from 500 students enrolled in a survey clothing and textiles course at
Virginia Polytechnic Institute and State University during the 1972-
1973 aoademic year.

| A factor analysis of the olothing instrument, "The Importance
of Clothing Questionnaire” developed by Dr. Anna M. Gruk!m and &
group of graduate students at Michigan State University in 1967-1968,
resulted in an extraction of eight factors. These eight factors were
intexpreted to represent the basic dimensions of clothing interest as
measured by the instrument. A panel of olothing and textiles personnel
assisted in providing titles for these factors. The eight factors were
labeled: personal appearance, expsrimentation with clothing, confor-
aity, modesty, psychological awareness, self-concept, fashion interest,
and oomfort.

The statistically derived factor scores were compared to the
rationally derived subscale scores of the original instrument developer



by means of Pearson product moment correlations. Significant correla-
tions between the factor scores and the subscale scores indlcated strong
relationships between the two sets of items.

The items assigned to factors statistically and the iteams
assigned to subscales empirically were compared by means of phi
coefficlients, point biserial correlations, and the chi square test of
independence. Highly significant correlations indicated strong
relationships between the item assignments, The first null hypothesis,
that there was no relationship between the statistically derived factors
and the empirically developed constructs used to define the dimensions
underlying cluthing behavior was, therefore, rejected. All statistical
procedures used indicated very strong relationships between the
empirically derived constructs measured by Creekmore's subscales and
the statistically derived const:ucts neasured by the factors. This
close proxinity between factor and subscale scores and factor and
subscale titles was taken as an indication of construct validity for
the instrument used.

When Pearson product moment correlations were computed between
the clothing interest scores of groups within the sample who differed
in demographic characteristics, there were moderate relationships
between clothing interest and sex and clothing interest and college of
enrollment. Women scored significantly higher than men on clothing
interest in general and on the specific aspects of aesthetics, modesty
management, andi dependence. Relationships between clothing interest
and college of enrollment were also strong, indicating a higher degree
of clothing interest among home economics students than among
university students in general. Thus two of the five null hypotheses



pgruinlne to the relationship of background variables and clothing
‘interest were rejected, those postulating relationships between clothing
interest and sex and clothing interest and college of enrollment.

There were no significant relationships between clothing interest and
age, marital status, major in college, or socloeconomic class. The
hypotheses concerning these relationships were rejected.



ACKNOWLEDGMENTS

With confidence in my abilities, freedom to pursue my ideas, and
assistance when needed, Dr. Eunice M. Doi-er. Associate Professor of
Clothing and Textiles, has gulded, not only the execution of this
dissexrtation, but also ay graduate program. To her I would like to
express ny deepest appreciation and gratitude. The other members of my
comnittes, Miss Lavina M. Franck, Assistant Professor of Clothing and
Textiles, Dr. Mildred L. Johnson, Profossor of Home Economics Education,
Dr. Pauline E. Keeney, Professor of clothing'and Textiles, and Dr.
Thomas J. McCook, Professor of Education, have been my advisors and my
friends. I would like to thank them for their help and support. .

For many contributions to this research, from conception to |
completion, I would like to extend my sincerest appreciation and thanks
to Dr. Les Gurel, Di.rocf.orr. Division of Manpower, Research and Develop-
ment, American Psychiatric Association. He served as consultant in
developing the research design, in determining the statistical analysis,
and in planning and arranging the computer programming.

I am particularly indebted to Dr. Laura Jane Harper, Dean of the
College of Home Economics and to Miss Oris Glisson, Head of the
Departaent of Clothing, Textiles and Related Art at Virginia Polytechnic
Institute and State University. Without their understanding and
cooperation, this study would not have been possible.

111



Special thanks are extended to Mrs. Marianne S. Besson for advice
and aid in instrument development and data collection. Further thanks
and appreciation are expressed to the students who served as such
willing subjects for this study, to the faculty and graduate students
in the Clothing, Textiles and Related Art Departaent for help and
encouragement in the development, execution, and completion of this
study, and to ny most able and patient typist, Mrs. Carolyn M. Holland.

iv



TABLE OF CONTENTS

Amm [ ] [ ] [ ] L] [ ] . [ ] . L)
LIST OF TABLES

INTRODUCTION

REVIEW OF RELATED LITERATURE . .

Clothing Interest Terminology .
Clothing Interest Measures . .
Factor Analysis . « ¢« + ¢ ¢ ¢ &«

Development « o o« ¢« ¢« ¢« o o o
Construct Validatlion

Clothing Interest and Demographic Variables

SUMBATY ¢ o ¢ o o ¢ ¢ ¢ o o 2 @
STATEMENT OF THE RESEARCH PROBLEM

Purposes .,

ObjJectives ., . ¢« ¢ ¢« ¢ ¢ ¢ & &
moth“w ® @ e e & o o & & 0
'Jmtations-oooooc"o-
Assumptions . « ¢ ¢« ¢+ ¢ & s o &

PRw"RE L ] [ ] [ ] L ] [ ] [ ] L ] L L[] [ ] L] [ ]
Selection of the Instruments

Importance of Clothing Questionnalre

Index of Social Status . .

Bimph’.cal mta Sheet « ¢« « ¢+ ¢ ¢ &

Selectlion of Factor Analysis

Selection of the Sample . . . «
Method of Data Collection . . .
Pretesting the Instruments . .
Analysis of the Data « ¢ o 4+

RESULTS AND DISCUSSION . « » 4+ &
The Sample

Age and Class Standing . ., .

*

¢ o
] [ ]
L] L ]
[ I
L
¢ @
¢ o
] ]
* o
[ ] .
¢ o
o .
] L]
LI ]
. [ ]
[ ] [ ]
[ ] [ ]
e e
[ N J
o e
[ ] L
[
[
] [ ]
. [ ]
. 9
L
e_ o



mm s t‘tu’ e o e o 8 o

con’s" H‘jor o and 0pt10n © 8 e o o s s 0 s 0 0 o 0
Socloeconomic Class. « ¢ ¢« ¢ ¢ ¢ ¢ ¢ o 0o 0o o ¢ o o o
Salplo Stlll.ry © ¢ 5 & o 85 6 8 0 8 8 6 0 0 0 8 8 0 @

F‘ctor ‘m’ﬂiﬂ. [ ] . ° ° L ® [ ] [} L [ ) [ ] L] [ ] L] L [ ] [ ] L
Comparison of ltem Assigmments by Cluster and
Factor SCOoreB. o ¢« ¢ ¢ ¢ o 2 ¢ ¢ s 6 6 06 06 ¢ 6 0 o »
Comparison of Item Assignments by "Item-Subject”
cm‘htionﬂ [ [ ) [ ] ] [ ] [ ) [ ] [ [ ) L] L] L ] L ] L] * [ ] L L ] [ ] [ ]
Comparison of Itea Assignments by Means of Chi Square
Test of Independence . « + « o«

Reliability of Ttem Assigmments. . + v v o o o o v o
oth”nmoooonoooooooooooocoo
The Underlying Dimensions of Clothing Behavior . . . «

Factor Naminge. « ¢ o ¢ o ¢« s s ¢ v ¢ 0 06 ¢ 06 06 ¢ ¢ o
The Factor Naming Panel. . . . .

smorhomnu”.-...-ocoouooo
Definition of Clothing Interest. ¢« ¢ ¢ ¢ ¢ ¢ o o o

Correlational Analysis Between Clothing Interest and
n‘mphic Variables. « « o ¢ ¢ ¢ o ¢ 0o ¢ 0 0 0 o o
Order of Clothlng IntereBt « « o ¢ ¢ o ¢ ¢ ¢ 0 o ¢ o o

The SubscaleS. « ¢ ¢ ¢ ¢ o o ¢ ¢ o o s ¢ o 5 6 s » &
The FActOrBe o o o o ¢ ¢ s ¢ ¢ ¢ ¢ o 0 5 ¢ 06 6 0 ¢ &

Comparison with Previous Studies . . « ¢ « ¢« ¢ ¢ ¢ ¢ &
CONCLUSIONS: ¢ o o ¢ ¢ ¢ o ¢ ¢ o s ¢ ¢ 0 o s ¢ ¢ o 0 o o
SUMMARY: . ¢ ¢ o o o ¢ o o o ¢ o o o 06 06 06 06 0 06 0 0 ¢
SUGGESTIONS FOR FUTURE RESEARCH: ¢ « o o o o ¢ o ¢ o o o
BIBLIOGRAPHY « ¢« « ¢ ¢ ¢ ¢ o ¢ ¢ ¢ o o o ¢ s 0 0 0 0 o o
APPENDIX At A MODEL OF CLOTHING INTEREST:. ¢ o « o ¢ o o
APPENDIX Bs CLOTHING INTEREST INSTRUMENTS « ¢ ¢ o o « o
APPENDIX C: IMPORTANCE OF CLOTHING QUESTIONNAIRE. . . .

APPENDIX Ds INDEX OF SOCIAL STATUS. o« o+ « o« o ¢ o s o &

vi

B N ¢ Bel

§

38IR

Q0 0
W W

100
101

103
108

108
110

110
114
120
127
129
137
138
140
146



Page
APPENDIX Es BIOGRAPHICAL DATA SHEET ¢ ¢ s ¢ o o ¢ o o ¢ ¢ o ¢ ¢ o 1"’8

APPENDIX Fs DIRECTIONS TO CLASS ABOUT RESEARCH ASSIGNMENT . . . . 150
APPENDIX Gs CHI SQUARE CONTINGENCY TABLES ¢ o ¢ ¢ ¢ o o ¢« ¢ o o « 153
APPENDIX Hs FACTOR LISTS AND PANEL INSTRUCTIONS « ¢ o « o o o « o 157

vii



Table

o F WD

10

11

12

13
14
15
16
17

18

19

LIST OF TABLES

Demographic Datlie ¢ ¢ ¢ o ¢« o ¢ ¢ ¢ ¢ ¢ s 2 ¢ o o o
Matrix of Factor Loadings + « o ¢ ¢ ¢ ¢ ¢ s ¢ ¢ o o
Significant Factor Loadings for Each Item . . » . .
Ttem Assignments o Factors « « « o« o o o o o = & o
Listing of Items Assigned to Factors . « &+ ¢« o o o

Numbers and Percentages of Items Common
Tomctmmdsubﬂca»les 2 ® @& & & o o o o e & @

Correlations Between Subscale Scores and
F‘acm Scores L . [ ] L] L] [ ] . L L ] [ ] . [ ] [ ] [ ] * [ ) L ] L ]

Phi Coefficient Correlations Between Factor
Mdsuucala“81mants ¢ o o o 0 s 0 0 9 8 s 0

Point Biserlal Correlations Between Factor
Lm@ and Subscale Ms’.ments e s 0 0 0 0 o 0

Chi Square Values Between Factor and
Subscale Item Assignments « ¢« o ¢ ¢ ¢ o o ¢ s ¢ o

Correlations Between Item Assignments
“F“tmmpacmllmm ® & o o s s 0 o

Correlations Between Subscale Scores and Between
Subscale Scores and Total Questionnaire Scores .

Correlatlons Between Factors « « o ¢« o o ¢ ¢ ¢ o »
Panel Decisions and Factor Titles . « ¢« « ¢ « ¢« & &
A Comparison of Subscale Names and Factor Names . .
Means and Standard Deviations of Subscale Scores .

Means, Standard Deviations, and Possible Range
Of Factor SCOYe8 o o ¢ o ¢ o ¢ o ¢ s 0 ¢ 0 9 o o

Correlations Between Subscale Scores, Questionnalre
Scores, and Demographic Variables . . « ¢ ¢ ¢ « &

Correlations Between Factor Scores and
Demographic Variables . « « « ¢ ¢ ¢ ¢ ¢ ¢ ¢ o ¢« &

viil

Page
55
61

67
73

89

) |

92

102

104

105

106

107



CHAPTER I
INTRODUCTION

The importance of the social and the psychological factors
influencing an individual's selection and use of clothing has been
more widely accepted by clothing specialists since Hartmann's challenge
to the Eastern Region Conference of Teachers of Textiles and Clothing
meeting in New York City in Novembexr 1548 (Hartmann, 1949). At an
earlier date, however, social scientists recognized that an important
clue to the understanding of one's personality may lie in the ways that
personality is portrayed to the world. Psychologists and sociologists
at the end of the nineteenth century (James, 1890; Hall, 1898) and the
early part of the twentieth century (Simmel, 1904; Flaccus, 1906; Mead,
193%) were seeking relationships between appearance—clothing and
grooming-—and the overt behavior of individuals. These relationships
were seen as & means of interpreting underlying personality patterns
and orientations. During the first half of the twentieth century, the
clothing variables studied by investigators were classified simply as
"clothing behaviors.”

In the past twenty years, researchers, mainly home economists,
have attempted to categorize clothing behaviors into more precise
concepts or areas., Thus, there have been reseaxrch studies investigating
clothing attitudes, clothing values, and clothing interests. Despite
the number of such studies, definitive terminology has not been
formulated.



Mostly through empirical analysis and occasionally through
techniquee such as factor analysis (Alken, 1963; Sharpe, 1963),
researchers discovered that not only could clothing behavior be
categorised into a number of concepts, but that these created categories
were composed of & number of factors. In order to test assumptions
about clothing motivation, instruments were developed to measure the
categories and factors related to clothing and various persomality
variables.

Research in clothing behavior is deterred due to an inadequate
number of measuring instruments with demonstrated reliability, validity,
and established norms for speocified populations. In the area of
clothing behavioral research, a great number of instruments have been
devised, but few have heon subjected to the stringent requirementa
necessary in developing a standardiged test. Lack of another stan-
dardiged, reliable, and valid instrument with which to validate a new
one has been a problem for instrument developers in many fields. Most
instruments have been used one time; in the few studies where instru~
ments have been rmed. there has not been systematic carry-over from
one study to the next.

One of the major concernms in instrument development is the
establishment of validity. Where no iceeptablo measures were avallable
to assess clothing interest, no effort was made to validate the new
neasures (Creekmore, 1963, p. 49; O'Connor, 1967, p. 37; Wildes, 1968,
P+ 83; Risley, 1969, p. 693 Pankowski, 1969, p. 43). Occasionally
attempts were made to establish face validity or consensual validity



(Sharpe, 19633 Griesman, 1965; Bissell, 1969). While measures are
accepted for use with only face validity and reliability, it is not
possidble to be sure that they do, in fact, measure the intended
factors (Wildes, 1968, p. 83).

V_al:l.di.ty is not a monolithic concept. A Joint committee of the
Anerican Psychologlcal Association, The American Bducational Research
Association, and the National Council on Measurements Used In Education
has identified and defined four types of validitys predictive,
concurrent, content, and construct. The Englishes (1958) mention at
~ least seveateen other types of validities; many of these are repetitive.
From the point of view of scientific research, construct validity is
the most important form of validity (Kerlinger, 19354&) and the only one
to be considered in this study.

One nethod of validating a new measurement, other than comparing
it with validated instruments in use, is factor analysis. Factor
analysis has been particularly useful in atteampting to establish
construct or factorial validity. Factor analysis isolates constructs.
A factor, described in the simplest of terms, is a cluster of items
that measure the same concept or construct; thexrefore, construct or
factorial validity may be intexrpreted as different terms for a similar
idea. According to Kerlinger (1964), factor analysis may be the most
important tcol for investigating construct validity.

Further reseaxch is hampered, also, because of & lack of
definitive statenents as to what is being measured and an inconsistency
of terminology by researchers in the clothing and textiles area.
Clothing interest is probably multidimensional, and so no one definition



can be all encompassing or sexve for all time. However, research is
needed to analyse factors of clothing behavior which indicate interest
in or importance of clothing. Such research would be helpful for more
definitive explanations of closely interrelated constructs.

As well as demonstrating construct validity for an instrument,
facter analysis is also a useful procedure for uncovering the under-
lying dimensions of a broad general concept. Such a concept is that
behavior on the part of individuals that might be labsled "interest in”
or “"importance of" clothing. Before measuring or defining clothing
interest these dimensions need to be identified. Factor analysis may
do this by indicating (1) how many distinctly different constructs are
a part of the whole, and (2) which items correlate with others and to
what degres. Factor analysis isolates traits (comstructs or factors)
and ascertains which ltems measire them best (Guilford, 1965). Once
the number of dimensions has besn isolated and identified, each may be
labeled and meaningful definitive statements about clothing interest
may be made,

Of the many instruments avallable in the clothing field for use
in such an analysis, the most suitable one for the purposes of this
investigation was the clothing measure developed by Dr. Anna M.
Creekmore and her associates in 1968.1 This measure has been used
frequently in its original form and in revisions and refinements. It
was conceived by its authors to be multidimensional; thus, it was
already divided into subscales; comparisons between clusters of items

1l
Karen Engel, Carolyn Andree Humphrey, Winifred Sue Hundley,
Mary Green Klaasen, and Mary Jane Young.



on the Creekmore subscales and those clusters resulting from factor
analysis seemed possible and desirable.

Therefore, the primary purpose of this reseaxch was to investigate
the dimensions underlying the olothing behavior that may be labeled
"importance of" or "interest in" clothing. The dimensions of clothing
interest in an instrument developed by Dr. Anna M. Creekmore and hexr
associates were isolated and identified by factor analysis in order to
compare the rational comstructs of the authors with statistically
derived factors. Such a comparison was used to determine whether
construct or factorial validity could be claimed for Creekmore's
measure of clothing importance.

As a secondary purpose, this study investigated hypothesized
relationships between clothing interest of groups within the sample
who differed in selected demographic charactexristics.

Several research studies have shown that individuals vary as to
the importance placed on clothing, what they desired of clothing, and
the reasons for choosing their particular items of apparel (Klassen,
1967). These studies were conducted in the 1960's, and even the
casual observer may note the rapid change of clothing norms in the last
decade. Although cultural standaxds of dress coantxibute to societal
oxder, change is inevitable. New standards constantly arise as many
old cnes are discarded (Roach and Bicher, 1973). "Do-your-own~thing"
and "anything goes,” attitudes which have been adopted by subcultural
groups, have replaced the mainstream of soclety's conventional mores
and customs as applied to clothing and grooming (Zalanick, 19693
Reich, 1970; Johnston, 1972). What are the questions which can be



asked about these changing interests in clothing? 1Is clothing of less
importance to individuals because they appear to be indifferent and
nonchalant about wearing garments usually considered "propexr"? Or is
there increased interest in oclothing by such groups to provide them
with easy identification with the values and standards of the anti-~
establishment subculture? It appears that clothing behavioral research
is needed to answer these questions, It would be informative at this
time to know whether people are interested in clothing, to what degree,
and in what specific respects. Information necessary for future
curriculum development m the clothing and textile discipline would be
aided by answers to such questions.



CHAPTER II
REVIEW OF RELATED LITERATURE

A review of the literature related to this study was divided into
four sections: clothing interest texminology, selected reports of
research in which a clothing interest measure was used, the development
of factor analysis and its use in construct validation, and reports of
relationships between general clothing .mterest and the variables of
age, sox, class, college major, curriculum, and socioeconomic status,

Clothing Interest Terminology

Interest may be defined as "a feeling of intentness, concern, or
curiosity about something (Webster's Nex Hoxld Dictionary).” According
to Murphy, interests are ", . . dispositions defined in terms of
objects which one easily and freely attends to by devoting much time to
or which one regards as making a difference to ocneself (Murphy, 1947,
P. 989)." And to James “attention" had the same meaning.

Attention out of all the sensations yielded, picks out cexrtain
ones as worthy of notioce and suppresses all the rest. We
notice only those sensations which are signs of things which
happen to interest us, to which we therefore give substantive
nanes, and which we exalt to this exclusive status of indepen-
dence and dignity (James, 1924, p. 171).
Interests are ". . . covert emotional responses and are learned
(Scheexer, 1954, p. 120)." Lewiln, writing on field theory, stated that

one shows intereat in some goal or some thing by his attitude and



positive valence toward that thing or goal. Schesrer, believing that
interests were s very central part of a person, said that they led
®. » ¢ t0 his active participation in pexrtinent activities and content
(Scheerer, 1954, p. 121)."
Attitudes are closely related to interests and the two woxrds are
often used interchangeably, particularly in clothing research.
An attitude is a personal disposition common to individuals,

but possessed to different degrees, which impels them to re-
act to objects, situations, or propositions in ways that can

be called favorable and unfavorable . . . through experience
we develop favorable and unfavorable inoclinations towaxd
nrtou; objects and classes of objects . . . (Guilferd, 1954,
P 57 .

Interests are strongly related to intentions to act in a cexrtain
manner. Attempts have been made to measure interests by observing
behavior or by the direct responses of individuals, even though,

Individuals differ greatly in the range and intensity of their
interests . . . « Obviously these differences are important
in understanding behavior; for a person’s values and interests
not reveal what he is but what he will be (Tiffen, et
al., 2940, p. 92).
A link between interests and overt behavior would also include motiva-
tion. McKinney, in discussing the measurement of interests said,
Strong interest is an aspect of motivation . « « « The in-
dividual with the aid of a list of interests recollects the
interests that have dominated his behavior throughout his
1ife (McKinmney, 1541, p. 220).
There is a correlation between ". . . what people say on a subject and
what they will do about it (Guﬂ.ford. 19?’. P lb57). o op" that is,
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between beliefs and behavior; opinions may be used to measure attitudes
and interests.
Vener's summation of interests encompasses many of the tenets

espoused by the preceding authors.

Interest is a comprehensive and ill-defined term; but it

usually possesses the impiication that there is some strong

and persistent motive in the observer which has impelled

hin to obsexrve, investigate, and acquire knowledge about

some set of objects or ideas in the world around him. When

we say that an observer perceives something because he is

interested in such things, we imply that he is knowledgeable

about them and that he is eager to perceive and learn more

about them (Vener, 1957, p. 195).
Applying the above definitions of general interest to dress, clothing
interest can then be desoribed as a feeling of intentness, concern, or
curiosity about clothes as well as a motivational force affecting the
clothing behavior of the wearer. It can be measured by the observable
behavior of people and by responses to questions about their partici-~
pation in and their activities involving the use of clothing. An
early study of Flugel (1929) would confirm this interrelationship
between clothing intersst and behavior. In studying clothing behavior
he found that some people reported little or no pleasure from their
clothing, others galned great pleasure not only from clothing but
from thinking about clothing, and still others seemed to rebel against
all forms of clothing, tolerating them only as legal necessities.
Insights indicating a relationship between clothing interest and
behavior wers later borne out by Wass (1962) in a study of ninth grade
girls. Clothing was extremely important to her sample and was

frequently influential in affecting their behavior.
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Clothing interest has been used as a variable with little
continuity between studies; researchers have defined interest in their
om way and then asswmed that their scales or instruments measured the
components of that definition. Several writers equated clothing
interest with interest in fashiom (Frost, 1968; Risley, 1969; Russell,
1971) Frost, in fact, called one of her clothing attitude categories
"fashion interest.” "Fashion interest, as implied through clothing,
suggests the amount of time, thought, and attention given to following
the latest styles and fashions, and the importance of latest fashions in
the selection of clothes (Frost, 1968, p. 20)." Note the similarity
between the preceding definition and that advanced by Rosencranz.
Rosencrans (1948) described clothing interest as the amount of time,
energy, money, thought, and attention given to clothing. Russell (1971)
also defined clothing interest in terms of fashion interest and
measured this interest by means of a fashion interest index indicating
the degree to which an individual was aware of and accepted current
fashion trends as well as individual fashion knowledge. A relationship
between fashion interest and clothing interest was reported by Hoffman
in 1956. Lundeen (1958) stated that a knowledge of current trends in
dress was an indication of interest in clothing.

Although not directly referring to fashion, Klaasen's (1967)
definition of clothing interest was similar to those stated adove; to
her, clothing interest meant ". . . experimenting with parts of ome's
costume as well as being interested in what is new on the market (p.
22)." And to Griesman (1965), clothing interest ". . . refers to the
subject's perceptions of her own clothing and that of others, in

wearing, making, buying, or reading (p. 7)."
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Taking & slightly different tack, O'Connor (1967) defined clothing
behavior as the attitudes, the bellefs, and the knowledge about
clothing as well as the practices related to selection, use, and
satisfaction with clothing (p. 10). Douce’s (1969) ideas about clothing
interest were similar to those of O'Connor in that she belleved that
olothing interest involved purposeful activity; Douce measured interest
in clothing by the ". . . degree to which one seeks information about
clothing (p. 46)."

Fetterman included many compenents from the preceding definitions
in hexr description of clothing interest as ". . « the willingness to
glve attention, to investigate, manipulate, or experiment with the
putting together of the parts of a costume (p. 13)." Bissell (1969)
believed that interest referred ". . . to that which creates a feeling
of concern or curlosity about something (p. 13)." And Goodman's (1969)
writings stressed the degree of importance placed upon clothing as well
as the attention given to clothing by the individual,

Othexr writers have defined clothing interest in terms of one's
awareness of clothing (Vener, 1957; Wildes, 1968; Douce, 1969). That
Wildes and Vemer, particularly, weres talking about similar clothing
behaviors was likely since Wildes used the instrument developed by
Vener. Their definitions of the behaviors they were measuring were
similar. Wildes considuod clothing awareness as ", . . a measure of
the degree to which subjects considered clothing in their assessment of
social situations (p. 96)." Level of sensitivity to clothing in social
14fe was the way Vener labeled clothing awareness, attitudes and
behaviors,
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Confusion over terminology used to describe that behavior which
might be called clothing interest is apparent in the multiplicity of
definitions in the literature. Although most of them have
commonalities —certain words and phrases reoccur—there is no assurance
that clothing researchers are referring to similar behavioral elements,
comparisons between studies are scientifically inaccurate. A '
summary of avallable descriptions of clothing interest does make
possible an attempt for an encompassing definition. Thus, it can be
said that clothing interest refers to the attitudes and beliefs about
clothing, the knowledge of and attention paid to oclothing, the concern
and curlosity a person has about his own clothing and that of othexrs.
This interest may be manifested by an individual's practices in regard
+0 clothing himself—the amount of time, energy, and money he is willing
to spend on clothing; the degree to which he uses clothing in an
experimental mannerj and his awareness of fashion and what is new.
Further research may reveal the usefulness of such a broad definition
by isolating the dimensions of clothing interest that are measurable
with existing instruments. Appendix A contains a paradigm of composite
clothing interest definitions that are suggested in the literature
review and presented in this paragraph.

Clothing Interest Measures

A review of instruments developed in the last 25 years to measure
clothing behavior indicated that they be categorized into six groups.
There have been five major contributors to this area of inquiry, and
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most of the instruments can be listed under the name of the developer
of the original instrument (Rosencranz, 1948; Vener, 1957; Aiken, 1963
Creelmore, 19633 Sharpe, 1963). Thus, five of the six groups were
conposed of instruments that were borrowed from the original instrument
developer and used either intact, in part, or revised. The sixth
group of instruments consisted of a number of original interest scales
that have dbeen used once, There was little evidence of instruments in
this latter group being used a second time. See Appendix B for a list
of the six groups of instruments.

Because of the large nunber of clothlng interest studlies in which
instruments were used, and the fact that the Creekmore (1968) measure
had already been selected for use, this review of related literature
“was concerned only with the research leading up to the development of
the "Importance of Clothing Questionnaire" and its subseque:nt use. In
some instances instrument development or revision was ihe so0le purpose
of reported research. In most cases, however, the instrument was used
to seek relationships between clothing interest and other variables,

In this section the studies were considered only from the point of view -
of instrument development or revision.

For her doctoral dissertation, Creekmore (1963) sought a relation-
ship between clothing behaviors, general values, and strivings for
fulfillments of basic needs. The investigation was “. . . based on the
theory that needs are a motivating force to men and that in striving
to satisfy needs, values evolve which may be observed in behavior,
including those related to the use of clothing‘(‘c:r:eelmore. 1969, p. 97)."
As a part of this research Creekmore developed a "Clothing Interest
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Inventory.” 1In its final form, after item analysis, it consisted of
130 statements divided into 14 classifications with 7 to 10 items

in each bshavioral measure: appearance, status symbol, management,
theoretical, conformity, tactual aspects, modesty, fashion, experimenta-
tion, tool use, altruistic behavior, construction, symbolic meaning
interest, and no concern for clothing. Creekmore called her instirument
& clothing interest inventorys she referred to the categories within
the inventory as clothing behaviors and did not list “"interest" per se.
Her overall behavioral classification was interest with other behaviors
clustered underneath. Other writers have referred to clothing interest
as only one of many clothing behaviors.

Reliability coefficlents were computed on each measure on an odd=
even basis. The coefficlents ranged from .14 to .88, all considered
a;cceptablo by Creekmore except for the two lowest—approval .14 and
tactual .22, "No attempts were made to validate the clothing behaviors
measure since criteria for comparison were unknown (Creekmore, 1963,

p. 49)." Despite its lack of validity, this was an important study
because of its ploneer nature and the number of people who have used
the entire clothing behavior measure or parts of it in other research.

Expansive analyses of the original Creekmore instrument were done
by Brady in 1963. She subjected the inventory to extensive rational and
statistical analyses in order to produce a more refined and discrimina-
ting measure. Some of the original 14 Creekmore behavioral areas
were eliminated. Rewriting old items and including new ones, the
instrument was pretested to determine discrimination and internal

consistency. These procedures resulted in a new instrument of nine
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scales—10 items in each. The behaviors measured by the nine subscales
weres eoxperimental use, construction, comfort, concern for appearance,
concern for management of clothing, symbolic meaning of clothing,
emphasis on fashion use, conformity, and modesty. The refined
questionnaire was administered to a sample of 120 college women and the
results analyzed by means of item—total correlations. "Results showed
that each correlation was significant above the .01 level of confidence,
indicating that each behavior was internally consistent and
discriminating (p. 62)." In fact, the internal consistency and
discrimination was greater than ttn£ reported on the original
Creekmore inventory. Validity was not one of the major concerns of
Brady's study.

To acquire more information about clothing bshavior, Sharpe
(1963) designed an original clothing interest measure consisting of
14 items to be answered on a Likert type five-point scale. She was
concerned with several types of validity in the development of the
"Clothing Scale."” In an atteapt to determine functional validity the
known~groups method —24 women whose actual clothing behaviors were
known to the investigator—was used. A significant t=test indicated
that subjects performed as anticipated and that high and low scores
on the measure could be predicted. Sharpe was also interested in
establishing operational validity and for this purpose used both 2
committes for critical evaluation and factor analysis. As a result of
the above procedures some validity could be clalmed for the inventory.

Griesman's study (1965) was an attempt to relate what she called
clothing behavior to a number of variables such as attitudes toward
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certain clothing standaxds, clothing interest, orthodoxy, and
conformity. To measure clothing behavior and attitude, two scales
were developed, but to measure clothing interest nine statements from
Brady's (1963) revision of Creekmore's “Clothing Interest Inventory,”
were used. The entire measure was evaluated for face validity by a
panel of four Judges.,

Creekmore revised her original inventory in 1966 by reducing the
total number of items considerably and the total number of behaviors
to eight. Dickey (1967) used the 1966 version; she revised it further
by adding and deleting items based on item—total correlations and tests
for discreteness (those items which correlated significantly with
subtotals of clothing behaviors other than those which they were to
measure were eliminated). The final form, called a "Clothing Concern
Inventory,” was a measure of the interest in and importance of clothing
to the individual. It consisted of 38 items divided into five
subscales: aesthetic, modesty, comfort, mansgement, and social
approval. An item analysis for the total sample used in the study
showed that all statements contributed significantly to their
respective subscales. Thus, discrimination and internal consistency
were established.

The 0'Connor (1967) "Clothing Behavior Measure" was developed from
modifications of questions from the Brady scales, adapted for use with
a male population. New items were also added. The measure included
elght statements in each of eight categories: emphasis on appearance,
confomfy. comfort, experimental, fashion, management, no concern, and
sylbbnc meaning in the use of clothing. Each of the questions in the
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O'Connor clothing measure was correlated with its corresponding
subsoale score. All correlations were significant at the .01 level of
significance indicating the internal consistency of the measure.

When Risley (1969) used O'Connor's scale to measurs clothing
behavior, a clothing interest instrument, "Men's Clothing Styles
Questionnaire,” was added. The clothing interest referred to was the
willingness on the part of the subject to wear certaln fashionable
items of clothing or the interest in selected fashion features. Al-
though neither O'Connor (1967, p. 37) nor Risley (1969, p. 69) was con-
coerned with validating their instruments, it was reported that the
three instruments used by Risley were valid and the fact that few
significant relationships existed between the variables was attributed,
%, « o to the fact that they tested separate and distinct characteristics
of the college men (p. 69)."

In 1967, five graduate students®
Creekmore, developed an instrument purported to measure eight aspects
of clothing attitudes and behaviors. This measure was called the

under the supervision of Dr.

"Importance of Clothing Questiomnaire.” The theoretical bases for the
instrument were from Creekmore's doctoral dissertation in 1963. The
eight aspects, which became the titles of the elght subscales of the
final instrument were: aesthetics, approval, attention, comfort, psy-
chological dependence, interest, management, and modesty. Some of the
items for this instrument were modifications of those written previously

by Creelmore (1963), by Sharpe (1963), and by Brady (1963).

| _
Karen Engel, Carolyn Andree Humphrey, Winifred Sue Hundley,
Mary Green Klaasen, and Mary Jane Young.
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The 11 items in each of the elght scales were evaluated by the
researchers to range from slight importance to high importance of that
clothing aspect. "An attempt was made to balance the intensity of the
statements under each section; that is, all clothing categories had
approximately the same number of slight, moderate, and very intense
statements (Humphrey, 1967, p. 35)." Each subscale included one
theoretical concern. In splte of the extensive pretesting and item
revisions done at Michigan State University, no report has been found
of any attempts by this group to demonstrate the reliability or
validity of the subscales or bf the entire instrument.

Fettexman, (1968) however, analyzed and revised Creekmore's
"Importance of Clothing Questionnaire,” to estimate the reliability and
validity of this measure., Hoyt's analysis of variance method for

. eatiuting the error variance was used to measure the reliability of
the scales. An item-analysis, consisting of item—-total correlations,
and degree of internal consistency, measured by the degree of
differentiation between high and low scorexrs, resulted in suggestions
for improving the scales. The problem of validity for the first
seven scales was approached by developing a criterion measure of seven
words or phrases correeponding to behavior measured in the first seven
scales. The rank order of subjects' scores on therscales was compared
with the rank ordexr of importance of the words or phrases on the
criterion measure., No conclusions concerning validity were made from
this rank order comparison. ". . . very few rank correlation
coefficients were significant and the reliability and validity of the
criterion measure were unknown (Fetterman, 1968, p. 1i1).%
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Some of the items on Goodman's questionnaire (1969) came from
Creelmore, et al. (1968), and others were devised for the study.

This measure was composed of four subscales, each with 12 questions,
measuring aesthetics, interest, management, and social approval. All
items were statistically significant at the .01 level on item-total
correlations with the total item's subscale score. The format of the
questions and the scoring were similar to that uéed in the Creekmore
studies of 1967-68. However, the items appeared to be completely
different.

Adapting items from several sources, including Creekmore’s scales,
Bissell (1969) developed a 36 item scale, It was divided into five
subscales: interest in clothing, interest-importance of clothing,
importance placed on clothing, importance-psychological aspecte of
clothing, psychological aspects of clothing, Consensual validity for
the instrument was established by a group of upper-level undergraduate
and graduate students in clothing and textiles. Harrison (1969) used
62 items adapted from Creekmore (1963), Brady (1963), and Dickey (1967)
for an Indian population. Along with redefining and modifying items
original statements were added in an attempt to make an instrument more
applicable to Indian populations' conditions of clothing usage.

The most recent use of the Creekmore, et al. (1968) instrument
available to this investigator was a study done by Kim (1970). To
measure clothing behaviors items were used from the instrument revisions
of Brady (1963), Dickey (1967), Klaasen (1967), and Harrison (1969) as
well as adding new items for a total of 56 statements, elght in each of
the following seven categories:s aesthetics, modesty, conformity,
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. management, social approval, construction, and psychological dependence.
Interest was separated from behavior and Freedle's (1968) modification
of Rosencranz's (1948) instrument used to measure clothing interest.

These studies, reported in the later part of this section of the
literature review, indicate how frequently Creekmore's instruments and
theories have been used in subsequent research. Many researchers have
gone back to the original instrument developed in 1963 and used Brady's
and Sharpe's revisious as well as Creekmore's own 1966 revision, In
recent years, however, students have relled more on the 1967-68 research
of Creekmore and associates which resulted in the "Importance of Clothing
Questionnaire.”

Factor Analysis

Davalopment
Since its development at the beginning of the twentleth century,

factor analysis has been closely linked with psychology. It has been
mistakenly considered a psychological theory but is actually a branch

of the science of statistics, having been originally devised to provide
mathematical models for explanations of human ability and behavior. As
a systematic nethod for examining meanings of tests by correlating

many different ones, it was first applied to tests of educational
ability. However, its use has spread as factor analysis is used to
clarify ". . . measures of interests, attitudes, and personality as well
as measures of ability (Cronbach, 1970, p. 309)."
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The beginnings of factor analysis are attributed to Spearman (190%4)
and his development of a two factor theory, although, even earlier,
Pearson (1901) had developed the principles of axes rotation that are
basic to all factor analyses. However, Spearman is considered the
father of factor analysis; he developed the major theories relating to
the subject (Harmon, 1967). The early factorists worked with Spearman's
two factor theory, and when it became apparent that this theory was not
compreshensive enough to describe most pasychological tests .I a small
number of general factors were introduced. It wasn't until the 1920°'s
that the concept of multiple factor analysis came into existence
(Garnell, 1919-1920).

The procedures used in factor analysis were refined during World
War II when they were used extensively by the United States military
services for large scale testing, classification, and assignment
problems. Since that time psychologists have continued to use factor
analysis in intelligence development as well as in a number of other
areas-executive morale, clinical evaluation, and voting behavior—to
name just a few (Harmon, 1967). Outside the field of psychology,
factor analysis has been used in geography, business, medicine, and
many other disciplines (French, 19513 Guilford, 1956).

There are more than 10 distinct types of factor solutions, some
are of only historic interest now, some meet particular and limited
needs, and some have general applicability. Criteria for selection of
a factor solution have been advanced by factorists, all criteria having
two points in common. The procedure must result in an adequate
explanation of the interrelationships among the variables, and the
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results should be simplified as much as possible in order to be
meaningful to a particular field of investigation (Harmon, 1967).
Because of the availability of high speed co-putei-s, several approaches
may be used in arriving at the best factor solution.

Constxuct valldation
A conventional view of test validity for the past 50 years has been

an empirical one, confined to correlating one test or procedure with
another or to some outside criteria. Even the recommendations pro-
vided by the Equal Employment Opportunity Commission under Title VII

of the Civil Rights Act of 1964, required, when fea.sible. empirical
validation or concurrent validation (Ruch, 1970). These procedures, to
many modern statisticians, are antiquated ones (Guertin and Bailey,
1970). Of more recent origin is the recommendation for rational
validation—content validity or construct validity. Incidentally,
these methods of validation are also permissible under the EEOC
guidelines.

The use of factor analysis has become a major tool in the
establishment of construct validity ". . . defined as the extent to
which fa test_] 1t measures a 'theoretical construct’ or trait (Ruch, M
1970, p. 21)." More sophisticated statistical techniques as well as a
wider range of computer facilitlies have made it possible for researchers
to investigate this previously neglected portion of test development.
Construct validation, as seen by the factorist, ". . . is an analysis
of the meaning of test scores in terms of psychological concepts or
*constructs’ (Cronbach, 1970, p. 142)." Construct validity is
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concerned with the meaning of a test, with the theoretical constructs
used in the development of the test. It is necessary for construct
validation to discover what factors explain test performance.

In the past, each test was supposed to be unidimensional, that is,
to measure one underlying variable that had a distinctive nanme.
Validity often was claimed by simply matching concept to test. Today,
researchers recognize the multidimensional trait aspects of human
bshavior, and problems with construct validity have become more
difficult. Lacking unity and consensus, soclal sclence researchers are
wary of attaching names and concepts to tests. They regard measures
of human behavior as collections of constructs or factors (the terms
"traits", "behaviors", or "concepts" may also be used instead of
"constructs”). Although "The problem of construct validity remains one
of the most difficult in social research . . . (Oppenheim, 1966, p. 78),"
Kerlinger (1964) believed that some of the problems may be overcome by
the use of factor analysis as a tool in construct validation. Guilford
(1965) also believed that factor analysis was useful for this purpose.
He suggested that the validity of a test as a measure of certain
constructs or factors may be detefmined by the correlatlion between the
total test score and the individual factors. These correlations are
called the factor loadings and there are as many factor loadings as
there are test items. The factorial or construct validity of a test
can be in the form of a list of the ". . . primary factors with which
it correlates and their proportion of variance in the test (Guilford,

19650 p. u72) o
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Thus, factor analysis 1s closely tied to conatruct validity. As
construct validity asks the question, "What factors or comstructs
account for the variance in a test performance (Kerlinger, 1964, p.
448)?" so factor analysis may be considered a procedure for partitioning
the true variance of a test into component variances-common factor
variance, test (or specific) variance, and error variance. Common
factor variance—called communality-——is the basis for validity. The
usefulness of factor analysis in construct val:ldation: is in the
identification of this common factor variance, the varlance shared by
conponéni-. tests (Guilford, 1965).
| Factor analysis has already been used to establish construct
validity in several areas of investigation, particularly in education
(Kexrlinger and Kaya, 19593 Guilford, 1948). There is, however, little
evidence in the literature of its use in the clothing field. Ailken
(1963) used factor analysis in the data processing of his research,
however, the procedure was used in order to assign welights to items by
means of factor loadings rather than to assign items to clusters or to
establish construct validity for the "Revised Clothing Opinionnaire."”

Factor analysis was used by Sharpe (1963) to analyse the items in
the development of a "Clothing Scale."” Two dimensions of clothing
behavior--interest and importance-swere of concern and factor analysis
was used to isolate and eliminate statements that did not appeaxr to
measure these two areas. Factor analysis plus a panel of judges was
used to determine operational or face validity. Althouwgh ". . .
establishment of validity was a secondary objective . . . a committee
vas used to detexrmine operational validitys the factor analysis served
as a further check on this aspect (p. 3%)."
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Clothing Interest and Demographic Varlables

Instruments to investigate relationships between clothing interest
and demographic variables have been used in many studies. Literature
which has tested hypotheses using background data similar to‘ that
collected for this dissertation will be presented here.

Home Economists have studled a variety of clothing behaviors and
sociceconomic status. Goodman (1967), using four clothing behaviors—
aesthetlics, interest, management, and soclal approval;found that both
lower and upper ciass groups ranked the measured clothing behaviors in
the same order. Only the mean score for one of the behaviors, aesthe-
tic concern for dress, differed significantly between the groups, Mem=
bers of the upper class scored higher on this variable than did girls
who belonged to the lower classes., The items used by Goodman came from
the studies of Klaasen (1967) and Hundley (1967), both of whom worked
with Creelmore on the "Importance of Clothing Questionnaire (1968)."

In other instances it was found that attitudes toward clothing
correlated with group and soclal class membership. Williams (1963)
found simllarities of clothing opinions among members of teenage cliques,
Furthermore, these opinions differed sharply from those held by members
of other groups and non-group membexrs. When the sanple was differentia-
ted by social class, similar results were discovered. Teenage girls
belonging to a particular socloeconomlic class tended to agree more, in
thelr opinions on clothing and appearance, with members of their own
soclal class than with girls assigned to another class (Bjorngaard,
1962).
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Snow (1969), in researching clothing interest, used an adult male
sample. She found a significant inverse relatlonship between clothing
interest and soclosconomic factors. Those men in the highest income
bracket were found to be f.he least interested in clothing, although the
greateat acceptance of men's new fashions was found among the men at the
highest and lowest income level. Russell's (1971) instrument, "Fashion
Interest Questionnaire" purported to measure fashion interest, general
clothing interest, and clothing awareness. Of the sample of 275 males,
207 were undergraduates and 68 were fathers of sixth or twelfth grade
students. She used the McGuireihite (1955) index to measure social
class and found, like Snow and others (Barbel and Lobel, 1952; Vener,
1953), that the highest interest in fashion and the highest awareness
of clothing occurred among the men in the upper middle class and the
least awareness and interest, as measured by her instruments, occurred
in the upper class. Although different terms were used to describe the
variables, Beeson (1965) found similar significant correlations. She
referred to the socioeconomic variables as Level-of-=Living and found
that students with a low Level—of-Living demonstrated high clothing
apperception scores. Clothing apperception referred to a planned use of
clothing symbolism that indicated an interest in clothing and also the
importance of clothing in an indlvidual's life.

Contrary to the above reports, neither Taylor (1969), Griesman
(1965), nor Humphrey (1967) found any significant relationships between
clothing interest, attitudes, or behaviors and socloeconomic class,
Griesman used a conservative and religliously oriented samplej these

variables may have been stronger motivating factors than soclal class
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for the subjects. Taylor's sample consisted of only ninth grade girls.
She suggested that the lack of significant differences in clothing
interest between the social classes was due to the fact thai ", + o« the
peer group is a more lmportant influence on adolescent clothing
related behaviour {sic] than the social class of the family of orienta-
tion (p. 50)." Humphrey's research was also done with high school
students, but included the entire grade range and both sexes. Klaasen
(1967), using the same sanple not only found similar results in regard
to social class, but neither socloeconomic class nor year in high
school significantly affected the relationship between the tested
variables—sgelf-esteem and clothing interest. Wildes used Warner's
(1960) Index of Status Characteristics to measure the social class of
the high school students in her sample. She found no significant
differences between the measure of clothing awareness and students
differentiated by sex, age, or social class. The research did, however,
indicate a trend in the direction of greater clothing interest among
girls than among boys.

In a ploneer study of clothing interest, Rosencranz (1948) found
significant relatlionships between the subjects' iInterest in dress and
group membership, age, rural or urban background, occupation, and
income. She also found significant differences between the subjects
grouped according to their interest in clothing and the background
variables of marital status and children in the family. There was
more variation between married women with children and married women
without children than between married women without children and single
women. "It would seem that children in the family tend to iimit one’'s
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interest in personal clothing (p. 129)." Also, using multiple varia-
bles, O'Connor (1967) investigated relationships between clothing
behaviors and general values. The sample consisted of 207 undergraduate
males. The data were analyzed by class, major, and college. "Analysis
of variance by class and major indicated that means of certain values
and behaviors were higher in some classes in some curricula than in
others (p. 73)." The juniors in the sample had significantly lower
responses on fashion behavior and higher scores on no concern behavior
than the sophomores, indicating that the younger students were more
interested in following current styles in clothing. The sample con-
sisted of students majoring in marketing, business, government, liberal
arts, chemical engineering, forestry, recreation, and architecture.

She found significant differences between the mean scores of all
groups of majors on all the clothing behaviors that she measured with
the exception of experimental use of clothing.

In oxdexr to relate clothing interests to class and major, Frost
(1968) developed a "Clothing Attitude Opinionnaire for Men,” to
neasure the following variables: comfort, conformity, economy, fashion
interest, self—-expression, status, and no concern. Significant
differences were obsexrved between a student's college major and some of
his clothing attitudes; students enrolled in the College of Agriculture
scored significantly higher on economy in clothing and significantly
lower in fashion interest than did business students. The student's
major had a greater effect on clothing attitudes than did his grade;
there was no relationship between these attitudes and the students'

year at the university. The lowest scores for all groups were on the
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"no concern” attitude indicating that this sample of students were
interested in clothing; for all students, the most important clothing
attitudes wexre confort, economy, and self-expression.

Kim (1970) did not find an overall difference in clothing behavior
by major but did uncover a significant difference on one specific
clothing behavior—home economics students scored higher on construction
than did liberal arts or science students. She also found a difference
between classes. Freshmen placod higher importance on clothing for
social approval than did senlorss on the other hand, seniors placed
greater emphasis on management of clothing than did the freshmen. This
was true for students enrolled in all three majors. There was a
difference by class within majors; home economics seniors scored
significantly higher on aesthetlcs than did home sconomics freshmen. In
fact, aesthetic concexn for clothing was the most important clothing
behavior for all home economics senlors. Pankowski, however, using her
own measure, did find a positive correlation between overall clothing
interest and year in college. Using Warner's ranking scales she also
found positive relationships between clothing interest and parents’
education and father's occupation.

Vener (1957) designed an instrument to measure clothing awareness
which was closely related to clothing interest or the importance of
clothing. It was reported that high school glirls showed greater
clothing awareness than did high school boys. Ryan (1953) found simi-
lar sex differences in overall clothing interest. Humphrey's (1967)
research showed that high school girls had greater overall interest in
clothing than did boys. However, it was stated that the items in the
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measure used, "The Importance of Clothing Questionnaire,” ". . . may
have applied more often to girls than to boys, causing the girls to
have higher scores (p. 55)."

Humphrey also found considerable differences between the sexes in
the rankings of the clothing dimensions. uthouéh girls and boys rated
aesthetics as their primary interest in clothing, there were no further
sinilarities in the rankings. Others have also found that aesthetlcs
had the highest priority in ranking of clothing interest for both males
and females (Lapitsky, 1961; Brady, 1963; Creekmore, 1963).

Beeson found no significant difference between clothing interest
and sex or age—=grade level. However, the girls in her sample tended to
have higher interest scores than did the boys, and there was also a
trend toward an inverse relationship between clothing interest scores
and age-grade level. Snow (1969) also found an inverse relationship
between age and clothing interest and that "Clothing interest increased
as education increased up to the level of college attendance, then
interest declined as more education was acquired (p. 73)."

Stilley (1970) used an original clothing interest measurs with a
sanple of 125 high school boys, grades 8 to 12. There were no
significant differences between clothing interest and age, and,
although the F-statistic for the analyslis of variance on grade and
interest was highly significant (.001), individual t-tests only indi-
cated trends in the general direction of greater interest among the
boys in higher grades—namely the tenth and twelfth. The results
indicated that although obviously related, grade in school is perhaps a
greater influence on clothing interest than age. These results coin-~
cided with those found by Vener and Hoffer (1959).
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Although she found no significant differences between age and
clothing awareness, Russell (1971) did f£ind that, in her sample of
undergraduate men and fathers, the younger men were more interested in
fashion than the older men. When the student group was broken into
two sections, 17-20 and 21-25 years of age, and the fathers into three
groups, 26-35, 3645, and 46-65 years of age, there was no difference
on fashion interest mean scores between either group of students or
among any of the groups of fathers. Even though there was some
relationship between the older students and the younéer fathers, the
results still indicated that the highest degree of fashion interest was
expressed by the younger men.

Humphrey (1967), on the other hand, found only one significant
dirremnce' between grade in school and clothing behavior, an inverse
relationship between the clothing interest aspect of clothing behavior
and grade in school, but only among the boys in the sample. Dewey
(197), using a college population of males and females found no
significant differences between clothing behavior patterns and age,
sex, grade, or college major. The discrepancies in the results
reported above may be due to the varying age of the subjects in the
different studles.

It is well confirmed by observation and research that at no other
time in life is there a more heightened interest in clothing than during
adolescence, particularly early and middle adolescence. By the time
students reach college the perlod of greatest interest seems to be over
(Ryan, 1953). "The period of youth is the one in which the emphasis on
clothing is of greatest importance. At no other time of 1life does the
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problem of dress became so absorbing (Hurlock, 1949, p. 175)."
Interest in clothing, even if it is predominantly fad behavior, is at
1east'aa important to adolescents as is conforming to the norms of
their group. Clothing is used to demcnstrate this group belongingnees;
adolescents are greatly interested in clothing (Klaasen, 1967). This
interest tends to decline after the adolescent years. ". . . interest
in oclothing rises sharply from about 12 to approximately 18 years when
it reaches its peak. Interest in clothes for the self gradually
declines after the individual reaches about iC (Ryan, 1966, p. 285)."

The adolescent stlill thinks in concrete rather than abstract

tems. It is easler for him to understand and to assign cau-

sation to something he can feel or see. Therefore, he tends

to think of the reasons for social approval in terms of cloth-

ing and appearance . . . . This leads to a helghtened inter-

est in clothes and makes concern about physical appearance

one of the dmminating factors in his 1life (Ryan, 1966, p. 270).
Rosencranz (1948) however, said that although clothing interest seems to
be the strongest during adolescence, research ". . . suggests the idea
that clothing interest begins at an early age and continues into
adulthood more often than it is acquired by adults (p. 162)."

With few exceptions, this review, thus far, has consisted of
reports of relationships between background variables and general
olothing interest or behaviors. Creekmore's (1963) original research
found several relationships between selected clothing behaviors and
demographic data. For the sample of 300 college girls, the most
important clothing behaviors in descending oxder of importance were
appearance, status symbol use, management, theoretical, and conformity.

No concern was the least important for the sample. This importance of
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appearance to adolescent girls had been reported previously by other
researchers (Hurlock, 1929; Barr, 193%; Roland, 1958; Lapitsky, 1961)
and more recently by still others (O'Connor, 1967; Humphrey, 19573
Goodman, 1967; Harrison, 1969; Kim, 1970). Hoffman (1956) found aesthe-
tics to be important to a sample of 80 women as well as finding a
relationship between clothing interest and aesthetics. Graham (1972)
found the aesthetic clothing value to be most important, and similar to
0'Connor (1967) and Frost (1968), found no concern for clothing to be
the least important clothing behavior; Harrison found it to be second
lowest.

Creekmore found that an inverse relationship occurred between
modesty and class-age. Married students scored significantly higher
on management and construction. Creekmore suggested that this may be
because married students tended to have more limited incomes and that
non-married students were more interested in using dreas to prove
themselves.

Creeskmore's sample consisted of students from four university
curriculas business, educatlon, home economics, and liberal arts. The
home economics students scored significantly higher on the clothing
behaviors of management, construction (similar to Kim, 1970), and
theoretical. She pointed out the logic of these findings noting thelr
relationship to the home economics curriculum. Clothing construction
courses were required; emphasis was placed throughout the program on
management of clothing in selection, use, and care; a theoretical
interest in clothing would bo a natural tendency for most home econo-
mics students.
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To determine socloeconomic status, Creekmore used Hollingshead's
(1958) Index of Social Position. In her study those students in middle
social class positions scored higher on tool use a.nd status symbol use
of clothing than did those in higher social positions. This is similar
to the conclusions of Vener (1953) who found that white collar workers
in prestige positions considered clothing more important than did men in
lower occupations. However, this status symbol use of clothing then
decreased for the highest social group.

Creekmore also found an inverse relationship between conformity
and social position since the four lowest social class positions were
significantly higher on this aspect of clothing behavior than were the
students in the upper levels.

Summary

This review of related literature consisted of four sections. The
semantic difficulties that arise when researchers attempt to define the
variables involved in clothing research were rep&rted. It was suggested
that an analysis of the dimensions of clothing interest might lead to a
more workable definition and more definitive termlinology.

A review of the develoment of and subsequent use of one instrument
frequently used to measure clothing interest variables was reported.

The logic of examining the dimensions of clothing interest by using
this instrument, rather than to proliferate further the field by
developing still another measuring instrument seemed apparent.
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Factor analysis was discussed, both its historical development and
as a method of establishing construct validity for a selected instrument,
Demonstrable validity of a measuring instrument, particularly construct
validity, is important if one is to have faith in the instrument.

Factor analysis, by identifying the underlying dimensions of a test,

can test hypotheses concerning the amount of congruence between the
test and its theoretical constructs. Not only can validity then be

- assumed but semantically acceptable definitions of the constructs may be
developed.

The final section of this review consisted of a number of reports
of research where relationships had been examined between clothing
interest and certain demographic information. It was the intention of
this research to add to this particular body of knowledge by collecting
data to test similar hypotheses with an instrument with some
denonstrated validity. |



CHAPTER III
STATEMENT OF THE RESEARCH PROBLEM

Purposes

The primary purpose of this research was to determine the
dimensions underlying the clothing behavior that may be labeled
"inportance of" or "interest in" clothing. The dimensions of clothing
‘interest were identified by factor analysis with the use of an
instrument developed by Creekmore and assoclates. Construct or factor
validity of the clothing measure was examined by means of correlational
analyses between the rationally derived subscales of the instrument and
the statistically derived factors.

As a secondary purpbse of this study, hypothesized relationships
between clothing interest and certain demographic characteristics of
college students, such as age, sex, college, curriculum, and soclo-

economic status, were investigated.

Objectives

1. To identify by factor analysis the underlying dimensions of
behavior that may be labeled "interest in" or "importance of"
clothing.

2. To investigate relationships between the factor analytically
derived dimensions of clothing behavior and the empirically
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derived constructs of clothing importance proposed by Crsekmore

and her assoclates.

3. To establish construct or factor validity for a clothing intexest

neasure.

4, To seek relationships between clothing interest as measured by the

"Importance of Clothing Questionnaire” and certain demogrephic

characteristics of college students.

Hypotheses

The following statistical hypotheses, stated in the null form,

were postulated for this study:

Hypothesis 1:

Hypothesis 23

Hypothesis 3s

Hypothesis 43

There are no significant relationships between the
dimensions underlying clothing behavior as derived from
a factor analysis of a clothing measure and the
empirically derived constructs developed by Dr. Anna
M. Creekmore and her associates.

There is no significant relationship between clothing .
interest and sex among a selected group of college
students. __

There is no significant relationship between clothing
interest and age among a selected group of college
students.

There 18 no significant relationship between the
clothing interest of students enrolled in the College
of Home Economics and students enrolled in other



colleges of one university system,

Hypothesis 5; There is no significant relationship between the
clothing interest of home economics students and
their choice of major.

Hypothesis 61 There is no significant felationship between the
clothing interest of college students and their

socloeconomic class membexrship.

Limitations

Because of the nature of the experimental design used in this
research, implicit limitations are acknowledged. Randomization in
the selection of the sample was not possible. Intact classes were
used, the administration of the questionnaire was incorporated into
the cuwrriculum as an assignment, and the information collected was
used at a later date for class discussion in ordexr to make the
experimental process a learning experience for the students. There-
fore, the sample was a captive one and protocols were collected from
100% of the students enrolled in the class. Also, because of the
nature of the dependent variable, assigmment of subjects to groups
was not a meaningful concept. The students self-selected themselves
into groups depending upon their degree of clothing interest.

Because of this lack of randomization and the ax posi facto
nature of the research problem, the independent variables were not
controlled. Any inferences about clothing interest that can be made
as a result of this study apply only to the sample of 500 students.
Generalizations to other populations cannot be made.
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The 1limitations inherent in the nature of attitude scales must
also be recognized. The Likert~type or summated rating scale used in
this study not only lacked the objectivity that may be characteristic
of other measuring devices, but it was also vulnerable to response set
blases. Care must be taken in interpreting the results of attitude
scales. There is no scientific way of knowing whether the five point
scoring system used represented equal intervals or whether an individ-
ual who marked "agree"” on an item possessed twice as much interest in
clothing as the individual who marked "disagree" on the scale. Since
attitude scales do not represent true interval measurement any
summation of such a scale must be used with these limitatlons in mind.
Like any attitude scale,

The scores could not be used to say how much more favorable
one subject was than another nor could these scores be com~
pared with scores obtained from a second administration of

the acales to the same group to determine whether there had
been changes in attitudes (Fetterman, 1968, pp. 18-19).

Assumptions -

The basic assumptlons of this study were:

1. Attitudes can be measured even though questions of validity
renain unresolved.

2. Honesty and freedom of response to questions about clothing will be
more likely to occur in an affluent environment.

3. Freedom of expression in matters pertaining to clothing will be
evidenced to a greater degree by college students than other
population groups.
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4. Because of the anonymous nature of the questionnaire and the large
sige of the classes involved in this study, the influence on
students' responses by the television teacher, who was also the
researcher, was minimal.

5. College students are capable of accurately determining their own
socloeconomic class by means of the McGuire-White Index of Social
Status.

6. Because of the ax paat facio nature of the experimental design,
the basic assumptions of some of the statistical procedures may
have been violated, particularly those of normalcy, randomization,
and homoscedasticity. However, the sample used in this study was
large enough to warrant the use of "non-small sample” statistics,
therefore, it seemed reasonable to assume that the violation of
parametric assumptions would not seriously affect the validity of
the results. Many statistioclans believe that with large sample
sizes assumption fallures ". . . will not seriously affect the
validity of significance tests nor the power estimates assoclated
with them (Cohen, 1969, p. 72)."
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CHAPTER IV
PROCEDURE

The purposes of this study were to identify factors that underlie
clothing interest behavior and to identify relationships between these
factors and specified demographic information collected from a selected
population. The decisions and procedures utilized in this investiga-
tion will be discussed in the following ordert selection of the
instruments fo:é data collection, selection of factor analysis as a
ressarch tool, selection of the sample, pretesting of the instrument,
method of data collection, and statistical analysis of the data.

Selection of the Instruments

Iapartance of Clothing Quesilannalire
A review of a large number of instruments purporting to measure

clothing interest indicated that the one measure that had been used
most frequently in its original form and in revisions and refinements
was the one that was developed by Dr. Anna M. Creekmore and a group of
graduate students at Michigan State University.l Investigation of
this instrument indicated its feasibility for use in the present
study. Without further change the questionnalire was suitable for
administration to a college age population cgmposed of males and

i
Karen Engel, Carolyn Andree Humphrey, Winfred Sue Hundley, Mary Green

Klaasen, and Mary Jane Young.
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females. The instrument could be machine scored and so it was feasible
to employ with a large number of subjects; it was sufficiently
comprehensive to make factor analysis meaningful. That the origlinal
authors conceived the questionnaire to be multidimensional was apparent
by its division into subscales; therefore, comparisons between the
clusters of items on these subscales and the clusters of items that
resulted from factor analysis were possible., Some reliability had
already been shown for this instrument (Brady, 19633 Creekmore, 1966;
Dickey, 1967).

The "Importance of Clothing Questionnaire"” was developed and
revised under the direction of Dr. Creekmore in 1966-67 and the comple~
ted revision was dated 1968. The researchers working on this
instrunent began with Creskmore's scale (1963) and the revisions and
refinements of Brady (1963) and Sharpe (1963). The measure first
contained 170 statements. It was pretested three times and revised
after sach pretest. The final questionnaire consisted of 89 statements
divided into eight subscales of 11 items each. The first statement
was introductory and was not used in computations. The statements
in the instrument were designed so that each subscale included a
f£inal theoretical item. These eight items could be combined to make a
ninth subscale called "theoretical concern.” Although no eﬂdence has
beonvround by this researcher to indicate the use of the ninth scale it
was included in the scoring and data analysis 1n this research.

Subjects in this study reglstered degree of agreement with each
item on a Likert-type or summated rating scale, the five points repre-
sented the following responsess “Almost always—very few exceptions,"
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"Usually—majority of the time,” “Sometimes,"” "Seldom—not very often,"
and "Almost never—very few exceptions.” The numbers of the responses
became the item weights used in computations. Five ltems were
negatively stated and those welghts were reversed. Scores on the

total scale and the nine subscales wer; summations of the weights in
the total or individual scales (Klaasen, 1967). High scores on the
whole questlonm.iro indicated a high degree of clothing mteregt.

High scores on the nine subscales represented a favorable attitude
toward that particular aspect of clothing behavior. The complete
instrument is reproduced in Appendix C.

dndex of Soclal Siatus
Data for socloeconomic class were obtained by means of the

McGuire-White formula for the Index of Social Status. This index was
developed at the University of Texas and was considered a modification
or short form of Warner's standard Index of Status Characteristics
(Waxner, 1960). It required only three items of information—source of
income, occupation of head of household, and education of "status
parent (usually father).” The ISS was a useful index of social class
when it was not possible to obtain ratings for dwelling areas and
house types for each subject because subjects came from a number of
comnunities and time was not available for personal interviews.

“Where checks have been made the IS3 shows a fairly high correspondence
to the ISC and status placements usually are corroborated by interview
data (McGuire, White, 1955)."



This measure for socioceconomic class was chosen because it was
relatively simple and it had been demonstrated through pretesting that
students were adble to detearmine their own index number with a simple
direction sheet and then transfer this numbexr to the IBM answer sheet.
Instructions for using the ISS can be found in Appendix D.

Blogxaphical Daia Sheat
A background blographical data sheet was developed to obtailn

selected items of demographic information from each student partici-
pating in the study. The items requested weres sex, age, college of
enrollment, curriculum or major department within the College of Home
Economics, option within the department, class level, marital status,
and socloeconomic status. A copy of the blographical data sheet

appears in Appendix E.

Selection of Factor Analvala

Several methods and procedures may be involved in instrument
development:s they may be divided into two categories-—the rational or
empirical method of test development and the statistical approach.
Regardless of whether the rationalists work alone, employ a panel of
Judges, or .resort to Q-sort techniques, they collate items that
appear to measure a quality or trait that they are attempting to
measure or isolate. These items may be part of a unidimensional
instrument with a single score for each individual. Or, again through
eapirical reasoning, the test developers may sub-divide their measures
into a nimber of scales each measuring a single concept.
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Those test makers who are most concerned with underlying tralts
or variables supporting test items are concerned with construct validity.
They suggest factor analysis as the best method for isolating tralts
and ascertaining items which measure those traits to the greatest degree
(Guilford, 1965). These statistically oriented test developers have
used factor analysis in establishing construct or factor validity for
a measuring instrument. Although problems of reliability and validity
face every test developer, surmounting the probleas of reliability are
most easily achieved. Validity, the possibility that an instrument will
measure what it purports to measure, is complex and the greatest
stumbling block to developing a measure in which the investigator and
other researchers can have confidence.

The idea of factor analysis is based upon the work of Spearman.

A number of tests or test items are given to a group of subjects and
intercorrelations of these itens are obtained.
The psychological justification for classifying tralts according
to correlation clusters arises from the fact that the mind must
act differently to produce such distinct clusters of correlations

(Holzinger, 1937, p. 5).

If the mind did not operate in this manner, if it reacted to all items
in a set or test in the same way, there would be no large number of
correlation clusters; only a single factor would result.

Factor analysis begins with an intercorrelation of all teat items
prosoﬁted in matrix form. A number of equally accurate ways are
available for factoring a given correlation matrix (Harmon, 1967).
Guidelines used in selecting the preferred factor solution ares
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(1) statistical simplicity, and (2) content meaningfulness. Statis~
tically optimal solutions—principal axes and centroid solution—do
not always yleld the most meaningful solutions for social science
probleas, therefore, other factor solutions have been developed for
use in these areas.

Criteria that must be considered by the investigator in choosing

a factor solution are:

1. The data must be presented in matrix notation, that is the
factor model must be a linear one.

2. The solution must be parsimonious. The mmber of common
factors should be less than the total number of variables.

3. The contribution of each factor to the total variances of the
variables should be in descending order, that is, each
successive factor should contribute a decreased amount of
the total communality.

4, Methods of assigning variables to factors must be part of the
research design.

5. An orthogonal rather than an oblique frame of reference is
desirable. This type of rotation of axes removes the
complexity resulting from the number of variables, provides
the maximum separation of factors, and arrives at the simplest
structure (Harmon, 1967, pp. 95-99).

Of the criteria above, the most important are the numbers of factors
extracted and the type of rotation (Cronbach, 1970). According to
Harmon, (1967), Kaiser's varimax method does a better Job of applying
the above criteria to approximate the classical simple structure prin-~

ciples that are most desirable.



b7

Also, the researcher has choices for the diagonsl entries in the
matrix to be factored, 1.e., the estimates of common factor variance.
Hm. with the use of high speed computers more than one method of
estimating communalities may be used and the resulting matrices studied
before the optimal number of factors is determined.

It is important for the factorist to realise that "There is no
preferred type of factor solution obtaimable uniquely on ground of
psychological significance (p. 5) « « » « In :M. several methods may

- 1lead to equally unique solutions (Harmon, 1967, p. 95)."

Saleotion of the Ssapla |
Protoools for this study were collected from all 500 students

enrolled in a beginning course in clothing and textiles at Virginia
Polytechnic Institute and State University for the acadeaic year,
1972-73.

The course, entitled Clothing and Man (CTRA 101), is a part of the
core curriculum of the College of Home Economios. The sample included
proportional numbers from the various major areas of interest within
the Colleges Clothing, Textiles and Related Art; Human Nutrition and
Foods; and Management, Housing, and Family Development. The course is
open t0 all students within the university cosmunity. Although the
sanple was predominantly female, fresiman, and home economics majors,
there were groups of males, upper classaen, and non-home ocononioé
majors as well. The characteristics of the sample are descridbed in
Chapter V.
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Method of Data Collection
Permission to use the Clothing and Man classes for data collection

was obtained from the Dean of the College of Home Economics and from
the head of the Department of Clothing, Textiles and Related Art.
Since Clothing and Man was a large class taught by television, it was
possible to collect the data during one class period in each of the
three academic quarters—fall, winter, and spring of one academic year.
Exactly identical directions were read by the researcher to all
subjects (See Appendix F).

The clothing inventory was used as a class assignaent during the
portion of the course devoted to a discussion of research methods used
in the study of the social and psychological aspects of clothing.
Although the students were told that they were taking part in a
doctoral research study and were given the opportunity to complete an
alternate assignment if they did not wish to participate, no student
chose the option of an alternate project. Therefore, 100% of the
students talking the course participated in the research. Although no
explanation of the instrument or the research was made at the time of
data collection, the class period following the collection of the
protocols was devoted to a discussion of research measuring instruments
used in the clothing field and socioeconomic class indices.

All data were collected on Op-Scan IBM answexr sheets. The
accuracy of the figures used by the students in determining their
social class on the McGuire-White index was checked. Following the
third data collection period, all protocols were combined into one
group and card punched by means of an optical scanner at Virginila
Commonwealth University in Richmond.
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Bratesating the Inairmmaents
Since the use of the Creekmore instrument had been decided upon

for this research, no pretest of the clothing measure was considered
necessary except for an estimate of the amount of time needed for
completion. The blographical data sheet and the McGuire-White Index
of Soclal Status were pretested for clarity in the winter quarter,
1972. The original data sheet had besen open~ended. Following the
pretest this sheet was revised and put into a multiple-choice format
suitable for machine scoring.

The entire inventory—clothing questionnaire, data sheet, and
social class index—=was pretested in the Clothing and Man class in the
spring of 1972. Based on this second pretest it was decided that the
data could be collected from a large group in 40 minutes and so
sultable for regular classroom time periods. It was also found that
students were able to complete the McGuire-White index without
difficulty. No changes were made in the Creeimore instrument at any
time. Minor changes in wording were made in the biographical data
sheet following the second pretest.

Analyais of the Data
Before data analysis was possible 5 items stated in reverse form

(1tems numbered 2, 6, 10, 60, and 76) had to be rescored. This
information was written into the original computer program.

Frequency counts, means, and standard deviations were obtained for
all groups differentiated by background variables based on the
information collected on the blographical data sheet.
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The first part of the data analysis was a factor analysis of the
items on the "Importance of Clothing Questionnaire." Factor extractlion
wes done by means of principal components with first SMC's (Squared
Multiple Correlations) in the diagonal and then repeated with +1.00's
in the principal diagonal entries. The matrix to be factored was
rotated to optimal orthogonal structure by means of Kaiser's varimax
method. The factors derived from the completed factor analysis were
compared to the clusters of items (subscales) derived by Creekmore and
her associates. ' Phi coefficients, point biserial correlations, and the
chi square test for independence were used to determine the statistical
significance of these similarities or differences., Since all hypotheses
were non-directional, two=talled tests of significance were used in all
analyses. All hypotheses were rejected at thee = < ,05 level of
significance. Significance levels at the p € .00i, p< .01, p £ .05
were reported. )

In order to compute the chi square tests and the phi and point
biserial coefficients used in the correlational analyses, separate
cards were punched for each item containing 3 sets of variables for a
total of 25 varlables:s the reflection of whether an item was on a
Creekmore subscale (9 variables), the scoring of an item as on or off
each factor listing (8 variables), and the factor loading of the items
on each factor—-the numbers on a single line of varimax matrix output
disregarding sign—(8 variables). Data for the chl square tests for
independence and the correlational analyses were processed at the
Virginia Polytechnic Institute and State University Computer Center.
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CHAPTER V
RESULTS AND DISCUSSION

The main purpose of this study was to investigate construct
validity for a clothing interest questionnaire. Factor analysis was
used to identify the underlying dimensions of behavior which may be
called interest in or importance of clothing. These dimensions were
compared to the constructs inherent in the format of the original
instrument. A second purpose of this research was to determine whether
relationships existed between the factors of clothing interest and
certain demographic variables for a selected population. Following a
description of the sample based on collected biographical data, the
results of the factor analysis are reported. Several statistical
tests were used to compare the subscales empirically derived by
Creekmors, ot al. (1968), and the factors resulting from the factor
analysis. These comparisons are discussed 1n relationship to the
construct validity of the Creekmore measure and to the assignment of
constructs or names to the factors.

The relationships found between clothing interest as measured by
the factors and subscale scores of the "Importance of Clothing
Questionnaire” and the demographic characteristics of the sample are
presented. Comparisons of results of this study with related research

are discussed.
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The Sample

The research sample used in this study consisted of all the
students enrolled in a beginning clothing and textiles course at
Virginia Polytechnic Institute and State University during the
1972-73 academic year. As strange as it might appear to have a sample
of exactly 500 subjects, there were 208 students registered fall
quarter, 143 students in winter quarter, and 149 students enrolled in
spring quarter. The total was 500 participants in the sample. The
sanple was 84% female and 16% male, The demographic M@tim.
collected by means of a blographical data sheet, is presented in
Table 1.

Aga and Claas Sianding
There was a close proximity between age and class standing;

because of the nature of the course, part of the core curriculum for
the College of Home Economics, most of the subjects fell within the
18-19 age range (67%) and were in their first two yezro of college

(78%).

Mariial Siatus
The nature of the group of subjects used in this study indicated

the advisability of recoding item 92, marital status, into a dichoto-
mized variable—nmarried or single. It was reasoned that there would
not be sufficient responses to "divorced,” "separated,” or "widow
(widower)" to comprise separate groups. Only 56 of the group were
married with 958 single. |
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Callaga, Malor, and Optlon
Due to the particular course in which the data were collected the

majority of subjects were enrolled in the College of Home Economics——
73% as opposed to 27% enrolled in other colleges. Since a purpose of
this research was to determine the interests of clothing majors
specifically, item 96 was recoded to a dichotomy of clothing majors
versus non=clothing majors within the College of Home Economics.
Subjects were falrly evenly divided on this 1tems % of the subjects
.stated that they were CTRA (Clothing, Textiles and Related Art)
majors and 46X were enrolled in one of the other two departments
within the College, MHFD (Management, Housing and Family Development)
| and HNF (Human Nutrition and Foods). Since these students were
przodoqinantly' freshmen or sophomores, thelr answers to this question
reflected their interest at a given point in time. There are many
changes in curriculum among college students. However, the CTRA
department does consist of approximately the same percentage of
students in any given year. In the 1972~73 academic year the CTRA
department had 46% of the students enrolled in the College of Home
Economics.

A card sort of the options declared by the students in answer to
question 97 is also shown in Table 1. Apparel Design and Fashion
Merchandising students represented 46% of the CTRA department's
majors. The figures shown in this table are typical of the percentages
of students within each option in the department.



Socicaconomic class
The McGuire=-White Index of Soclal Status was used to determine the

subjects’ socioeconomic class., According to this measure, social class
can be divided into five categories: wupper class, upper middle class,

lower middle class, upper lower class, and lower lower class., Exactly

50% of the subjects assigned themselves to the upper middle class while
the lower middle class group consisted of 30% of the subjects.

Sanpla sumzaLy
The majority of subjects that took part in this study were female,

freshmen or sophomores, 18-19 years of age, enrolled in the College of
Home Economics, and members of the upper middle class. The home
economics students were falrly evenly divided between clothing and
textiles majors and non-clothing and textiles majors. Most of the
subjects in the department were fashion mexrchandising majors; however,
there was a representation of all options within the department.

Factor Analysis

Factor analysis begins with the correlation of each item on the
test with every other test item. Because of its complexity, inter- ,
pretability of the resulting matrix of intercorrelations is difficult.
Therefore, it is nocessary to ldentify which test items go with others
to form small related groups. These clusters of items, which are
related to each other and less so to other groups of items, are called
factors and define dimensions or constructs. Extracting the factors
produces an unrotated matrix of factor loadings.
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TABLE 1

Demographic Data

Variable Number of Students Percentage
Age

under 18 16 3

18 208 42

19 132 26

20 77 is

21 or over 67 14

Total 500 ' 100

Sex
male " 80 16
female ‘ 420 84
Total 500 100

Marital status

married 25 5
single 475 ' 95
Total 500 100

Total : 500 100




56
TABLE 1 (continued)

Variable Number of Students Percentage
College
Home Economics 365 23
Other 135 27
Total 500 100
Major
CTRA 197 40
Other home
economics 168 33
Non=home
econoaics 135 _ 27
Total 500 ' 100

Option (within CTRA)

Apparel Design

and Fashion '

Merchandising 91 46
Textiles 20 10
Interior Design 60 30
Extension 12 6
Education 14 8
Total 197 100

Socloeconomic cijés
upper class L3 9
upper niddle class 250 50
lower middle class 154 31
upper lower class 51 10
lower lower class 2 0

Total 500 100
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The principal components, or component analysis, method of
extracting factors, first introduced by Hotelling (1933), is commonly
used to maximize the variance obtainable from the data, resulting in
an unrotated factor matrix where each component makes a maximum contri=-
bution to the sum of the variances. The extraction of factors requires
estimates of communalities, or common factor variances, which become
the principal diagonal entries in the factor matrix. Although there 15
no g priori knowledge of the actual values of the item communalitles,

there are several methods used to approximate them,

Sm———

Literally dogzens of methods for estimating communalities
have been proposed, but none of them has been shown to be
superior to any of the others on the basis of closer approx-
imation of the ‘true' values . . . « The choice among the
various methods of approximation is generally made on the
basis of available computer facllitles and the disposition
of the investigator to employ that method which intuitively
aeems best to approach the concept of communality. As a
saving grace, there is much evidence in the literature that
for all but very small sets of variables, the resulting
factorial solutions are little affected by the particular
choice of ‘communalities’ in the princi diagonal of the
correlation matrix (Harmon, 1967, p. 83).

Squared multiple correlations (SMC's) of each variable with the
remaining n-1 variables is one frequent approximation of communality.
Guttman (1956) recommends this method as the best possible estimate of
communality. However, SMC's are not universally regarded as optimal
estinates of communality because they are the lower bounds of common
factor variances. They do have the considerable advantage in that
even & cursory examination of the SMC entries in a factor matrix gives
the investigator some intultive feel for the overall relatedness of

tost 1tems.
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Perhaps the most common estimate of common factor variance is
unity. That is, one assumes maximum intercorrelation of items and
places +1.00's in the dlagonal entries. This method produces the
opposite extreme of the estimates obtained by using the SMC's, in that
+1.00's represent the highest possible common factor variance. Commu~
nality estimation using +1.00's results in hiéher factor loadings on
the factor matrix than when SMC's are used.

Regardless of the method used to estimate communalities, the
factor extraction is accomplished and the end results form an unrotated
matrix of factor loadings. The factors when first extracted are not
readily interpretable; they must be artificlally separated and made
independent of one another. This separation most often is accomplished
by rotating the vectors orthogonally, 1.e., making a uniform 90-degree
angle between all palrs of vectors. A more easily interpreted matrix
of rotated factor loadings is the end result. These factor loadings
are the correlations between an item and a glven factor (Guilford, 1965,
p. 476).

In this research, intercorrelation of the 89 test items on the
Creekmore "Importance of Clothing Questionnaire” produced an 89 X 89
correlation matrix. The vectors or factors were extracted, first with
SMC's in the diagonal entries. Arbitrarily, it was decided to extract
12 factors and the axes of vectors 9, 10, 11, and 12 were rotated to
orthogonal structure. The Kalser varimax method for axes rotation was
used. This method emphasized simplification of the columns or factors
of the matrix in order to meet the requirements for slmple structure.

With the use of high speed electronic computers, this has become the
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most popular means for getting an orthogonal multiple factor solution.

When the 12 factor rotated matrix was examined, 1t became
apparent that an optimal extraction of 8 factors was preferable.
Factors 9 and 10 were couplets (two highly correlating items) and
factors 11 and 12 had only three items in each.

The factoring process was repeated using +1.00's in the diagonal
entries of the matrix to be factored. Ten factors were extracted
since 12 had been patently too many. Again, using the varimax method,
nine factors were rotated to optimal orthogonal structure. Once again
an extraction of 8 factors seemed to be the best solution. Using a
criterion of factor loadings of .300 or greater to assign items to
factors, on a rotation of 9 factors, factor 9 consisted of a couplet.,

The factor loadings in the eilght factor rotated matrix were used
to identify items to be assigned to factors. The criteria used for
item assignment weres

1. Factor loadings of .300 or greater were used to identify the
items that fitted each factor (see criterion "4" for
exceptions).

2. Where there was more than one factor loading greater than
+299, the highest factor loading was used to assign that
item to a factor (see eriterion "3" for exceptions).

3. Where an itea's factor loadings were almost equal on two or
more factors, the item was assigned to the factor having
the least number of items in 1t. The ratlonale behind this
essentiallj arbitrary decision was that the more 1tems
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defining a factor the more reliable that factor became for
measuring.

4. Where items did not achieve any factor loadings higher than
299, the item was assigned to the factor on which it loaded
highest. The rationale for this decision was based on the fact
that instrument revision was not a purpose of this reseaxrch.
Elimination of or improvement of items was beyond the scope
of this study. All items were assigned to factors in order to
make possible a comparison between the rationally developed
subscales and the statistically derived factors.

The eight-factor rotated matrix of loadings is produced in Table 2.

This matrix revealed that of the 89 items in the Creeimore instrument,
80 could be assigned to factors with confidence. These items had
factor loadings above the established criterion of .300 and one loading
sufficiently higher than the rest of the loadings to make factor
assignnents with confidence. The remaining 9 items required discre-
tionary choices,

The matrix in Table 2 indicated that three items (21, 60, 68) had
their highest factor loadings almost equally divided between two
factors. These three items were assigned to the factor on which they
loaded highest even though the differences between loadings were less
than .011. These decisions were made because the factors had approxi-
mately equal numbers of items and there was no rationale for any other
assignment., For two of these items, numbers 21 and 60, the lowest
loading was under .300 although the higher loading was barely over the
established criterion of .300 (.302 and .305 respectively).
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TABLE 2
Matrix of Factor Loadings

1 532 233 026 089 022 427 090  -018
2 198 =009 =329 232  -168 199 =013 029
3 322 180  -029 192 068 139 058 =079
b 411 179 =13 o1 105 =004 052 282
5 311 335  -025 167 043 164 019 197
6 437 =053 =033 106 =005 086 -072  -145
7 607 170 003 o -7 262 071 005
8 602 152 =016 052 109 =033 =033  -140
9 650 206 =038 oo™ 137 139 123 ~073
10 023 =23 =574 115 =035 056  -121 o040
11 551 244 051 03k 182 090 254 004
12 178 322 124 060 417 073 022 131
13 160 244  -051 3 140 097 =093 =029
14 255  ~052 144 431 =029 =067 ~-355 176
15 190 207 099 482 055 071 023 o34
16 030 136 o14 437 =017 190 -073 113
17 138 073 141 290  -130 060 =051 217
18 072 091 036 703 184 007 =039 025

19 ~126 =035 081 290 =011 =361 -289 162

Note.— All values should be read with three decimal places.
All values without signs should be considered positive.



TABLE 2 (continued)
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Ttems Factors
1 2 3 b 5 6 7 8
20 02 171 ook 705 183 033 013 067
21 ~052 -117 086 080 =100 =302 =033 293
22 086 O 008 595 180 069 078 038
23 117 =000 -055 529 391 087  OM6 007
2% ~026 579 078 o4 143 106 065 =038
25 309 637 037 088 128 157 010 025
26 426 495 098 -0k 211 ol 191 o4
27  28% 682 030 031 =036 163 27 030
28 438 568 =031 106 O 143 147  -0i1
29 353 678 =029 107 112 190 061 033
30 266 535 002 111 169 035 073 =025
3 335 511 =025 139 079 106 165 050
32 ol5 673 002 153 0% 088 148 097
33 364 453 o 051 288 o0l 250 133
% 162 212 -035 153 645 035 -008 09
35 1% 179 187 -079  O08% 164  -135 L2k
3 093 218 ~-115 -119  Op 11k =055 583
37 -062 026 148 0% Ot 051  O49 488
38 201 032 -292 086 =027 =019 -196 252
39 =037 =051 =235 093 037 006 076 317
bo  -225 -022 168 095 181  ~0%% 087 410
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Items Factors
1 2 3 b 5 6 7 8
11 -0tk -089 -337  -006 193 =223 =099 217
b2 209 =093 -097 =001 037 =035 -107 353
43 =086 050 006 081 040 159 038 1426
Ly 005 050 o48 090 118 019 123 617
Ls 119 ol5 091 152 583 =063 001 199
46 290 221 138 =107 oks5 ol3 620 =071
47 020 135 050 070 =033 00t 501 ou8
48 436 192 103 066 118 335 399  -124
%9 w19 361 227 06k o012 266 406 =109
50 282 279 120 -075 =085 083 475 096
51 098 291 140  -204 138 073 633 065
52 219 105 =-053 ~-012 087 216 H2 066
53 o4 167 -199 =370 137 201 59 004
S 338  ~102 336 078 054 095 Ly 058
55 222 069 204  -101 o4l 384 309 051
56 181 083 204 146 575 164 -018 053
57 u14 142 207 168 227  -041 164 037
58 M7 32 =037 123 191 =057 021 029
59 497 429 022 12 112 153 087 058
60 1%  ~294 =305 101 156 =207 =032  -008
61 208 216 =206 -0k 278 220 -382 071




TABLE 2 (continued)
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Iteas Factors
1 2 3 4 5 6 7 8
62 428 277 -4 224 105 165  -008 005
63 481 186 =093 =065 =018 181 239 =053
64 393 029 071 059 215 010 140 191
65 439 =128 011 006 228 055 016 252
66 5 067  -004 073 190 =039 152 150
67 297 5 -178 =105 327 180 =263 204
68 226 338 W6 183  -044 311 -039  -025
69 181  -105 363 261  ~-163 246 121 121
70 081  -011 593 198  -013 338 -159 o3k
7 -7 088 710 =061 104 -0%0 012  ~003
72 =001  -004 599 262 014 314 ~159 093
73 015  -i14 500 02 271 =055 111 051
™ 13 178 504 143 0% 317 130 008
75 =077 ~096 Ly 256 1?75 239 055 086
76 =031  -125 376 37C 030 =010 -069 =102
77 =013 =008 700 003 055 028  -039 =026
78 176 052 221 178 600 168  -014 018
79 093 189 067 110 196 655 010 090
80  -029 b1l o43 027 076 355 156 101
81 104 158 -1 102 397 131 226 077
82 235 273 -1 189 224 287 295 095




TABLE 2 (continued)
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Items Factors
1 2 3 4 5 6 ? 8
83 139 202 122 123 195 580 124 125
84 125 127 146 124 189 H6 -019 184
85 =040 317 198 081 079 486 270 135
86 135 362 106 121 08k h1s 160 025
87 249 072 170 190 082 654 069 o214
88 057 180  -114 082 439 315 209 076
89 164 158 143 056 619 246 020 028
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Items 38, 48, 49, and 76 had similar loadings on two or more
factors. However, these items were assigned to factors on which they
had a lower factor loading to more nearly equalize the number of items
in the factors. This procedure is justifiable, according to statisti-
clans, when loadings are extremely close; in these cases all
differences were .040 or less. The justification for these decisions
was based .on the fact that a factor more reliably measures a dimension
or concept if it encompasses numerous items. All four of these ltems
loaded first on factors one or three, the two factors with the largest
number of items. Assignment of them to their second highest loading
placed them in factors seven or eight, factors comprising a fewer number
of items, It 1; ‘coamon in factor analysis for the ﬁ.rét factor to con-
tain a disproportionately large number of items and for succeeding
factors to have a descending number of items in them. It is true that
the lowest loading items on these large factors can be-assigned
effectively to other factors for increased reliability of measurement.
For the highest factor loadings for each item,see Table 3.

Three items received no factor loadings above .299. Item 38 was
discussed above. Because of the nature of thls study no items were
omitted, so items 82 and 17 were assigned to the factor of highest
loading for each item although below the established criterion for
confident assignment. Item 17 did have one definite high loading of
+290 and the next highest loading for that item was ,217, a difference
of .073. Item 82, however, was split fairly evenly between too many
factors to load meaningfully on any one factor. These three items can
be designated as weak and might be considered for elimination in a
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TABLE 3
Significant Factor Loadings for Each Item

Item Factors
1 2 3 b 5 6 7 8
1 532 427
2 =329
3 322
b B
5 311 335
6 437
7 607
8 602
9 65
10 =574
11 551
12 322 417
13 ’ M3
14 431 -355
15 482
16 437
17* 290
18 703

Note.— All values should be read with three decimal places.
All values without signs should be considered positive.
8)11 factor loadings were below the established criterion of .300.
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Item Factors
1 2 3 L 5 6 8

19 =361

20 705

21 =302 293
22 595

23 529 391

24 579

25 309 637

26 L26 495

27 682

28 438 568

29 353 678

30 535

31 335 511

32 673

33 364 k53

34 645

35 424
36 583
37 488
368 ~292 252
39 317




TABLE 3 (continued)
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Ites Factors
1 2 3 4 5 6 7 8
4o Lh10
e =337
42 352
43 426
Iy 617
k5 583
46 620
b7 501
L8 436 335 339
49 419 361 406
50 475
51 633
52 2
53 =370 549
S 338 336 S
55 384 309
56 575
57 K4
58 332
59 497 429
60 =29 =305




TABLE 3 (continued)
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Itea Faotors
1 2 3 4 5 6 ?

61 382
62 428
63 Uu81
64 393
65 439
66 45
67 327
68 B8 W6 311
69 363
70 593 338
7 710
72 599 314
73 500
2 S04 317
75 iy
76 3% 370
77 700

G 600
79 655
80 4l 355
81 397




TABLE 3 (continued)

i

n

Ttem Factors
1 2 3 L 5 6 7
82* 235 2713 224 287 295
83 580
8 H6
85 317
86 362 k15
87 654
88 k39 315
89 619
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revision of the scale.

Examination of the factor assignments in Table 4 indicated eight
distinct clusters of items, two of these clusters occurring on factor
one. Less obvious was the cluster of items on factor five. Seven of
these items in factor five were the last items in each of Creekmore’s
subscales. A listing of items composing each of the eight factors 1s
given in Table 5.

When a factor was identified with the subscale from which most of
its items came, such as shown in Table 3, the amount of congruence
between factors and subscales became apparent prior to further
statistical analysis of the hypotheses in question. In the case of
each subscale there was at least a 50% item agreement with one of the
factors. Subscale three had a 90% agreement with items on factor twoj
87% of the items on subscale nine can be found on factor five but only
eight items were in this subacale; four scales (2, 4, 5, and 7) had an
82% agreement with factors 4, 8, 7, and 3 respectively. The numbers of

items common to each subscale and factor are shown in Table 6.

Comparison of Item Assignments by Cluster and Factor Scores

For each subject, elght factor scores and nine Creckmore scores
were computed. Pearson product moment correlations were used to
determine the interrelationships among the two sets of scores.

Because of the large sample size used in this study, as well as
the internal conslistency and degres of correspondence between the items
in the instrument, a large number of coefflicients were significant at
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TABLE 4

Item Assignments to Factors

Items
1 2 3 4 5 6 4 8
1 X
Subscale 1

2 X
3 X
4 X ,,
5 X
6 X
? X
8 X
9 X

10 X

11 X

12 X

Subscale 2

13 X

L7 X

15 X

16 X

17 X

Note:.— a‘Di.scre'i;ioma,:r:,\r assignments
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TABLE 4 (continued)
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Itenxs

Factors

3 4

38*
39
40
m
42
43

b5

|

k7

4o

51

53

55

Lo T T A




TABLE 4 (continued)
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Items
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Iisting of Items Assigned to Factors

TABLE 5

|

78

Factors

1 2 3 b 5 6 7 8
1 5 2 13 12 19 46 35
3 2 10 14 34 21 47 36
I 25 4 15 s 55 48 37
6 26 60 16 56 79 L9 38
? 27 68 17 67 83 50 39
8 28 69 18 78 (s 51 4o
9 29 70 20 81 85 52 u2

11 30 n 22 88 86 53 43

57 3 72 23 89 8? [ 4

58 32 73 76 61

59 33 e 82

62 80 75

63 77

64

65



TABLE 6

Numbers and Percentages of Iteas
Common to Factors and Subacales

]
Cresimore Subscales % Agree~
2 3 4 s 6 7 8 g ment

8 68*
10 90
9 82
9 82
| 87
6 S
9 82
9 82

[

ovmucun.-g
-3

gm.._ Subscales one through eight contained 11 items each.
tor one included items from subscales one and six.
b‘rhore were only eight items on subscale nine.



the X = .01 and * = ,001 levels. Although significant r's may
properly lead to rejection of the null hypotheses, a more meaningful

| concept in interpretation of these data was that of the magnitude of
correlation rather than the significance levels. For the purposes of
this study the following operational definitions of small, medium, and
large effective sizes of r were:

small r= ,100 R® = .01
nediuvm r= .300 RZ = .09
large r=,50 Rz‘- 25

(Cohen, 1969, p. 76).

The matrix of correlation coefficients in Table 7 indicated the
relationship between the nine Creekmore subscales and the eight factors.,
A1l but 11 coefficients were significant at the .001 level of proba-
bility and thexre were 22 coefficients of .500 or higher indicating very
strong relationships. However, there were 9 extremely large coeffi-
clents, .800 or .900, indicating very strong correspondences between
factor and subscale pairings. There were very large relationships
between factor one, and two subscales—one and six. Some of the
factors were more clearly related to only one subacale than were others
but all factors had a very strong relationship to at least one subscale.

Factor one to subscale one 852
Factor one to subscale six .897
Factor two to subscale three <984
Factor three to subscale seven 912
Factor four to subscale two «961

Factor five to subscale nine L2



TABLE 7
Correlations Between Subscale Scores and Factor Scores

81

Subscales Factars
1 2 3 b 5 é 7 8

1 852 628 ~015 337 W92 428 417 165
2 296 275 198 961 353 123 006 210
3 664 984 197 324 551 519 7 176
b 188 172 =102 206 386 085 015 952
5 539 576 272 095 Lob 576 966 058
6 897 587 029 3N 55?7 382 379 227
? 200 2% 912 408 332 403 199 025
8 536 6% 353 357 663 866 509 227
9 483 ks 196 471 U2 398 29 270

Note. All values should be read with three decimal places.

n= 50

All values without signs should be considered positive.
P & 05w .088
p < 01 = ,115
P £ 001 = 01“’7
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Factor six to subscale eight .866
Factor seven to subscale five . .966
Factor eight to subscale four +952

It should be noted that coefficients of this magnitude are seldom
found in the behavioral sciences other than as reliability coefficients
on standardized testing instruments.

Comparison of Item Assigmments by "Item-Subject"” Correlations

The preceding comparison of item assignments, by means of subjects’
scores on the two sets of measures, subscales and factors, was an
indirect and non—definitive test of the question of similarities
and differences between the item assigmments. Another method allowed
& more direct comparison of the empirical assignments and the factorial
assigmments. This method required the consideration of each scale
item as if it were an "item-subject.” These "item=subjects" had a
score on one or more of the Creekmore subsa.lui and on only one factor.
In each case the position was always "yes" or "no,"” that is, scored on
that subscale or factor or not scored on that subscale or factor.

These two sets of dichotomous scores wexre then correlated using
the phi (4)) coefficient which is a Pearson correlation coefficient used

vhen both variables are dichotomous. Since all the hypotheses were
non=directional, a two=-tall test of significance was applied. The

following are the significant values of 4) with 87 degrees of freedom:

1

All items were scored on only one of the subscales except for eight
Atems which were items 12, 23, 3%, 45, 56, 67, 78, and 89, The last
item in each subscale could have been combined to make a ninth scale
and ::1-' oight items could have been scored on two of Creekmore's
subs o8 .
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p < .05 ¢ - o.209

P < .01 | ¢ =o.272

p < .00 XY™
The 72 entry correlation matrix, reproduced in Table 8 demonstrated
that there were, indeed, strong correlations betwesn the two sets of
measures. Among the 72 correlations there were 9 highly signifioant
coefficients (p < .001), one correspending with each subscale. Two
of these coefficients were recorded on the same factor; that is,
subscales one and -1; correlated highly with factor one. Stated
another way, there were significant relationships detween each factor
and one of the subscales, except for one factor which was significantly
related to two subscales.

Factor one was related to subscales one and six.

Factor two was related to subscale three.

Factor three was related to sudscale seven.

Factor four was related to subsocale two.

Factor five was related to subscale nine.

Factor six was related to subscale eight.

Factor seven was related to subscale five.

Factor eight was related to subscale four.

That there was not perfect correspcndence between the two measures
can be seen by the number of coefficients that reached significance,
but at a lower level (p < .05 o p < .01), indicating some lesser
relationships between other factors and subscales. Tables 7 and 8
indicate that the highly significant correlation cosfficients ococurred
between the same factors and subﬁculu in both correlational analyses.



TABLE 8

Phi Coefficlient Correlations
Between Factor and Subscale Assignments

]
Sub- Factors

scales I 5 6 2 8

1 4hpewe 048 038 -133 ~013 =126 -1l -126
2 176 148  -155  839%e* -126 101 - -126
3 =17 85l ~155 =134 =013  -126 -1l =126
4 -176 -148 =057 -3 =013 -126  -141 %
5 ~176 -8  -155 -13% =013  -127  793%#* 126
6  535%%% -148  -059 -1  -013 =126  ~037  -126
7 -176 =148 P15%%% =026 =013  -126 -1 -126
8 76 048 =155 ~13%  214%  Sheew =037 =126
9 47 -124  -130 -013  808%* =105 ~118  -105

Note.——All values should be read with three decimal places.
All values without signs should be considered positive.
*p £ .05 with 87 af = ,209
*p ¢ .01 with 87 df = .272
#+p & 001 with 87 af = 344
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One of the weaknesses of the phi coefficient in testing the
hypothesis of correspondence between the two sets of measures was that,:
by dichotomizing the “item-subject” assignments to factors into “yos"
or "no,"” valuable infoxrmation contained in the factor losdings was
disregarded. When each item in the total scale was entered into the
factor scoring according to the sise of the factor loadings (disregard-
Ang signs), point biserial coefficients (the Pearson correlation
coefficient for one dichotomous and one continuous variable) were
computed. The interpretations of the resulting 72 point bdiserial vlluoc
were the same as for the phi values. Momohﬁonutr&zisahovn
in Table 9. |

Differences can be noted between Table 8 and Table 9. When
considering the differential weighting of the factor loadings, instesd
of just factor assignments in the carrelations, the relationships of the
 items were dispersed among several factors (even a very small factor
Mi.ng Mam some correspondence betwoen item and factor).
Therefare, the cosfficlents in Table 9 were lower in some instances, and
on some factors there were more sisniﬁ.cani correlation coefficients but
at higher probability levels. However, the major u'gnzmm relation-
ships remained essentially the nio as on the two previous correlational

analyses.

Comparison of Item Assigmment by means of
Chi Square Test of Independence

Another method of evaluating the congruence between the two sets of
measures involved performing a chi square test for independence between



TABLE 9

Point Biserial Correlations
Between Factor Loadings and Subscale Assignments

S vw— — S mmene—— —— et ——

Sub- Factors

scales 2 3 4 5 6 ? 8

370 =054  -257% =058 =134 =050 =094 =178
237% AW =022 72548 =120  =201%# =297%% 019
129 693% =075 =073 091 =072 083 137

=326%%  =243%  =226% 174 =008  ~254* =195 757

390 -069 199 =130 119 -153 -13% =020
=280 <2688  P3usEs 091 =090 079 -170 197
-171 105 =003 027 - 236* 605%#+ 109 -139

1

2

3

L

§ 067 =003 053 ~W7%* 070 080  693%e# =205
6

4

8

9 =042 -058 008  O43  736%* =033  -175 =002

Note.—=All values should be read with three decimal places.
All values without signs should be considered positive.
*p & .05 with 87 df = ,209
#p & .01 with 87 df = ,272
Wy < 001 with 87 df = 344
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the item assignmentis on each Creekmore subscale and each factor. Of
the 72 chi square tests, 9 were statistically significant at p g .001.
Table 10 gives the chi square values. The highly significant chi
squares expressed the same magnitude of relatlonships between factors
and subscales as the correlational analyses shown in Tables 8 andv 9.
The nine significant chi square contingency tables are reproduced in
Appendix G.

Chi square can be derived from d) by means of the following
]
formulas : X_ = N 43 2

In one sense, the chl square analysis was repetitious. However, it
does serve to indicate agaln not only the existing relationships but
the magnitude of them. The extremely high ‘x 2s indicated a close
correspondence and dependence between the two samples, the items of a

particular factor and the items of a particular subscale.

Reliablility of Item Assignments

The 25 X 25 matrix of correlation coefficlents produced for the
preceding analyses ylelded one further set of correlations, the point
biserial coefficients between item assignments to factors and factor
loadings. These coefficlents, produced in Table 11 served to indicate
the degree of reliabllity of the item assignments. There was a highly
significant relationship (p <& .001) between each factor and the load-
ings of the factor items.
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TABLE 10

Chi Square Values Between Factor
and Subscale Item Assignmments

Sub=-
scales

1 2 3 4 5 6 7 8

1 14.387% ,000 .009 .563  .171 428  .707  .428
2 1.53%  .859 1.018 s54.890% 428  .i74  .707 428
3 1.536 57.150% 1,018  .563  .171 428  .707  .L428
[ 1.536  .860  .009  .563  .171 428  ,707 62.281%
5 1.536  .860 1,018  .563  .171  .171 48.825% 428
6  21.454* 860 .009 .563. L1714 428,019 428
7 1.536  .860 139.516* .073  .171  .428  .707  .428
8 1.53 .000 1.018  .563 2,198 21.969* .019  .u28
9 820  .39%% 492  ,219 48.938% .44 .303 .44

Note.— Chi square with one df at p < .001 = 10,827
*p £ .001
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TABLE 11

Correlations Between Item Assignments to Factors
and Factor Loadings

’I

Factor Loadings
Factors

1 2 3 L 5 6 4 8

P06%%% ~000  -140 -110 -050 -089 007  -19%
110  727%%% =073 =085 -042  ~006 098  ~107
292%%  3B5wEs  Jooems 022 -227%  -030  -211%  -146
-183  -148 020  780%%* 067  -150  -24B% 092
=070 =024  -037 =059  769%* o015 -107 012
-20 -0% 111  -018 =093  7385%e* -026 064
o7 053 050 330%% =094 072 6274w =190
299%% =198 =185 =169 -125 ~166 -163 768w

® N3 O N F W N e

Note.— All values should be read with three decimal places. :
All values without signs should be considered positive.
*p £ .05 with 87 af = ,209
*p < 0L with 87 af = ,272
D & 001 with 87 af = .34



Other findings

Table 12 and Table 13 present part of the total correlation matrix
showing the degree of relationship between the subscales and total
composite scale (Table 12) and between the factors (Table 13).
Significance alone was not a meaningful concept. All but five coeffi~
cients were significant beyond the .001 level of probability,
indicating a high degree of internal consistency for the instrument.
These figures indicate that the instrument could be shortened without
loss of reliability. | |

Tables 12 and 13 indicated a close proximity between factors and
subscale clusters. The factors with the highest reh@gonships, for
example, factor 1 with 2, 5, 6, and 7 were similar to the subscales
which correlated highly—subscale 1 with 3, 5, 8, and 9. Also one can
note the high degree of relationship between subscales 1 and 6. Of the
22 items on these two subscales, 15 of them were placed on factor 1 by
the item assignment following the factor analysis.

The part-whole reliability of the instrument was demonstrated by -
the high correlations between each subscale and the complete instrument.

Subscale nine which was the eighth item in each subscale has not
been used in previous research, but it had a higher correlation with
factor five than to any other subscale or the total test score. See
Table 7. |



TABLE 12

2

Correlations Between Subscale Scores and Between
Subscale Scores and Total Questionnaire Scores

Sub- Subscales
scales 1 2 3 & 5 6 7 8 9
1
2 300
3 613 282
o 179 244 181
5 431 036 575 ou6
6 664 297 592 260 L3
7 110 330 225 005 254 b3k
8 481 289 606 224 530 ko7 4ot
9 b76  b4s 509 3 364 523 356 552
Questionnaire 730 519 829 374 670 748 469 788 690

Note.— All values should be read with three decimal places.
P € .05= ,088

P < 0l = 0115
P < 0001 - ci"?

df = 500
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TABLE 13

Correlations Between Factors

Factors Factors
1 2 3 4 5 6 7 8
1 :
2 6o
3 132 215
¥ M 318 263
5 515 504 185 389
6 L7?7 43 399 253 a7
7 513 558 232 059 311 515
8 17% 1% 028 182 290 129 031

Note.,— All values should be read with three decimal places.
p < 005 - 0088 ’

p < .01 = ,115

df = 500
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The Underlying Dimensions of Clothing Behavior

Factor Naming

Ihe Factor Naming Panel
A major purpose of this investigation was to identify the under-

lying dimensions of clothing interest behavior. This was accomplished
by a factor analysis of the Creelmore (1968) "Importance of Clothing
Questionnaire.” Extraction of factors resulted in eight factors. The
next step was to assign names to each of these factors. The designated
names became nmajor constructs or dimensions of clothing behavior
determined by the statistical analysis.

" In order to name these eight factors, a 17 member panel of clothing
and textiles personnel, composed of eight graduate students, five senior
undergraduate students, and four faculty members at Virginia Polytechnic
Institute and State University, consented to serve in stating a pre-
ference of title for each factor. The panel members were given an
envelope with an instruction sheet, an answer sheet, and the eight
lists of items, one for each factor, printed in order of factor loadings.
Copies of the instructions and item lists given to each panel member are
in Appendix H.

Following 1s a report on the factor and subscale item assignments,
the percentage of agreement between the two assignments, the panel
decisions, the rationale for certain item inclusions, and the final
decisions on construct names for each factor. Table 14 lists the titles
suggested by the panel, the number of panel members selecting each title,

and the final name selected for each factor.



TABLE 14

Panel Decislions and Factor Titles
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Factor Suggested Titles Number of Votes

1 personal appea.rancea 7
management L

clothing consclousness L

neatness 2

2 experimentation with? 7

clothing

interest in new things 5

innovativeness 2

variety 2

others i

3 coni’o::mi.i::,'a 13
. norms |

cholces 1

others 2

4 modesty® 12
others 5

Note.— %Final factor title.




TABLE 1% (continued)
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Factor Suggested Titles Number of Votes
5 psychological awareness 5
psychological curiosity 5
‘others 7
6 self-concept®
security 4
others 6
7 fashion interest® 8
style 2
individualism 4
others 3
8 comfort® 1y
fit and texture 2

physiological




9%

Factor Qne. As is common in factor analysis, the first factor had the
largest number of items assigned to 1t. It consisted of seven itens
from Creekmore's subscale one, (aesthetics) » elght items from subscale
six (management), and item one which was not scored on the original
instrument. Item one was used in this analysis, even though it was not
used by Creekmore, because of its high loading on factor one. This
item had a high loading on factor six also which is understandable
considering the wording of the item which pertained to factors one and
six. There was a 68% agreement between factor one and subscales one
and sixs 15 out of a possible 22 items appeared on both.

In naming factor one panel members used many concepts relating to
aesthetlcs and management, but the majority considered the statements
to best measure a clothing dimension they called "appearance."

All items assigned to factor one loaded significantly. Although
item 3 was the least discriminating, it did not load significantly on
any other factor and did fit the construct empirically assigned to
factor one. Item 59 had almost as high a loading on factor two (.497
and .429 respectively). It was assigned to factor one in the analysis
based on magnitude of loading, and subsequent analysis did not indicate
that this declision should have been otherwlse.

Many of the judges reported that they had trouble with item 64
(loading of .393). They reported that it did not seem to fit with the
remaining items. Examination of the varimax output in Table 2 showed

-that this item had no other significant loadings, suggesting that it
did not belong anywhere else and that it did load significantly on

factor one.
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Factor one was particularly difficult to name since it included
two separate empirical concepts of Creekmore, aesthetics and umgqent.
Based on the results of the factor naming panel and the intuitive
Judgment of this researcher, appearance seemed to be a more inclusive
construct, including both interest in aesthetlics and personal appearance
and the willingness to spend the necessary manageament time to maintain
this appearance.

Factor Two. Twelve items composed factor two, 10 of them were from the
third subscale (interest) for a 90% agreement between factor and sub-
scale item assignment. All items placed on factor two loaded signifi-
cantly. Although the differences between loadings on item 5 and item 26
were very close between factors one and two, empirical evaluation
indicated the wisdom of the existing assignments.

The panel differed slightly from Creekmore in assigning a construct
to this list of 12 items. The majority of members saw factor two as
measuring an underlying dimension of clothing behavior that may be
labeled "experimentation with clothing.” Several panel members used
phrases with "interest" in them—=interest in trying something new,
innovativeness, interest in variety. Even with such a close proximity
to Creekmore's interest subscale, "experimentation with clothing"
seemed to be a more exact construct, particularly if the entire
questionnaire may be called a clothing interest measure. Then all of
these constructs are part of clothing interest behavior.

Factor Three. Factor three contained 13 items, 9 from Creelmore's
seventh subs’cale (a.pproval) for an agreement of 82%. All items had
significant loadings; items 60 and 68 were two of the items that
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required discretionary assignment to factors. Their loadings were
close on two or more factors and so were assigned to the factor on
which they loaded highest. Subsequent empirical evaluation of these
two items did not indicate that they had been misassigned.

The naming panel overwhelmingly voted to call this factor
"conformity”, a more specific construct than approval, although related.
Conformity implies a specific reference group whereas approval, a
broader concept, could have several connotations. It would be of
interest to investigate whether there are any relaticnships between
this factor and other measures of conforming behavior.

Factor Four. The 10 items in factor four measured the construct of
modesty. Nine of the items were from Creekmore's modesty subscale,
number two, for an 82% agreement. Twelve panel members believed that
the factor measured modesty.

Item 76 was a discretionary item in assignment following the factor
analyses. This item loaded almost the same on factor three (.376) and
factor four (.370). In this case, in order to achieve greater relia-
bility for the factors by assigning more items to measure a construct,
item 76 was placed in factor four, the factor with a lesser mmber of
ltems. Later rational evaluation of this item indicated that the cholce
may not have been the wisest one, regardless of the moderate factor
loading. Items such as number 76 which do not load high on factors may
be improved by rewording or eliminated in an instrument revision.

Item 17 did not load above the established crlteria of .300, but
was assigned to its highest loading factor. Even though this item was
thought to measure modesty by Creekmore and was assigned by factor

analysis to the modesty construct, it was a weak 1tenm.
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Factor Flve. Factor five contained 9 items, 7 from Creekmore's ninth
scale (theoretical) with an 87% agreement between factor and subscale
assignments, There were only 8 items on subscale nine instead of the 1l
that were on the remaining eight subscales. Although the panel did not
clearly identify this dimension of clothing behavior, most of the words
and phrases they used to describe the 1tems collectively had to do with
psychological elements of behaviors curiosity, why, emotions, analyti-
‘cal, Thus, factor five was labeled by this researcher as "psychological
awareness.” Seven of the 9 items were the eleventh items on seven of
the eight Creekmore subscales, or the items that could be collectively
called a ninth scale—theoretical. What was of interest to note was
that all of these 7 items loaded higher on factor five than on respec-
tive dimensions of clothing behavior of which they had been labeled
formerly (by Creekmore) to register the highest intensity. These 7
items represented a separate dimension of clothing behavior to a
greater degree than they did as part of the original subscales.
Although "psychologlical awareness" and "theoretical" may be considered
similar concepts, this researcher thought there was sufficient
indication , upon rational analysis of the items and opinions of panel
members to use the former terminology.

Items 81 and 88, not part of Creekmore's scale nine, on first
reading, did not seem to fit empirically on this factor. But study of
them both indicated that they, too.' measured a psychological awareness
of the use of clothing to achleve psychological satisfactions.

Factor S1x, The nine items of factor six had a % agreement with the

11 items on Creekmore's eilghth subscale, which she called psychological
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dependence. The majority of the panel called this factor "self-concept.”
The items suggested a use of clothing or dependence upon clothing for
self~-confidence, security, and self esteem. Therefore, factor six was
named "self-concept."”

Factor Savan. NNine of the items on factor seven came from subscale
five (attention). To the panel, however, these items suggested elements
of fashion and style so factor seven was titled "fashion interest."”
This factor contained one ltem which did not reach the established
criteria of a factor loading of .300 or greater for assignment with
confidence—item 82. However, examination of this item indicated its
appropriateness to this factor on which it did load highest.

Factor Eight. All nine items on factor elght came from Creekmore's
confort subscale, number four, for an 82% agreement on item assignments.
The panecl also unanimously suggested comfort for the name of this
factor; even though other terms were used, all were suggestive of the

- a——

physiologlical aspects of clothing.

Summary of Factor Names

In summary, the eight factors resulting from a factor analysis of
Creekmore's "Importance of Clothing Questionnaire" were named as
followss

Factor Ones Personal Appearance

Factor Two: Experimentation with Clothing
Factor Three: Conformity '

Factor Fours Modesty
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Factor Five:s Psychological Awareness

Factor Sixs Self-Concept

Factor Seven: Fashion Interest

Factor Eight: Comfort

These eight factor names represented the underlying dimensions of

clothing interest as represented by the questionnaire used in this
study and identified by factor analysis. The proximity between these
factor names and the basic constructs assigned by Creekmore, et al.,
(1968) to their subscales can be seen in Table 15. The validity of
the Creekmore constructs can be partially demonstrated by the close
correspondence between factor names and subscale names as well as the

similarity between the item assignments.

Definition of Clothing Interest

Using the factor names as verbal representations of the underlying
dimensions of clothing interest, a new definition may be proposed,
utilizing these constructs,

Clothing interest behavior may be referred to as that part of
human behavior specifically related to clothing, its selection, and its
use, and its importance as a persistent interest center to an indivi-
dual. Clothing interest behavior is made up of concern for personal
appearance and the management of clothing to maintain this appearance.
It involves a willingness to experiment with the use of clothing, to be
psychologically aware and curious about the effects of clothing on |
others, to use clothing to bolster self-concept and security, and to be
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TABLE 15

A Comparison of
Subscale Names and Factor Names

Subscales® Name Factors® Name
4 i aesthetics 1 personal appearance
A 2 modesty L nodesty
3 interest 2 experimentation
with clothing
L comfort 8 comfort
5 attention 7 fashion interest
6 management 1 personal appearance
7 approval 3 conformity
8 psychological 6 self-concept
dependence
9 theoretical 5 psychological
awareness

Srron Creekmore's "Importance of Clothing Questionnaire.
Phrom factor analysis of this study.
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interested in fashion and style. Concexrn for modesty in clothing,
confort and fit, and sone degree of conformity to soclietal norms is
also part of the personality pattern of a person manifesting high
interest in clothing.

Correlational Analysis Between Clothing Interest
and Demographic Variables

Every subject in the study received a score on egch Creekmore
subscale, a composite score for the total questionnaire, and a score
for each factor. The means and standard deviations for these 18 scores
are listed in Tables 16 and 17.

A Pearson product moment correlation was computed between each
score and all demographic variables. These data are presented in
Tables 18 and 19.

The same rationale used in interpreting the correlations between
factor scores and cluster scores was applied to this analysis,
Because of the large sample size, 27 of the 70 coefficlents reached
significance at the .001 level and 27 falled to reach significance at
the .05 level. A more meaningful concept was that of degree of
relationships. Applying the criteria of

+ .300 = moderate relationship

+ .500 = strong relationship

+ above .500 = very strong relationship,
Table 18 shows a very strong relationship between subscale 3 (mterodt)
and sex and a moderate relationship between sex and subscales 1, 2, 6,
and 8 (aesthetics, modesty, management, and dependence), and the



TABLE 16

Means and Standard Deviations of Subscale Scores
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Standard
Subscales Means Deviations

1 4o.u48 5.57

2 29.32 6.36

3 35.93 - 9.27

4 35.58 5.19

5 29.72 7.16

6 37.80 6.28

7 29.59 5.99

8 36.21 6.76

9 23.58 5.24
Total Test 274,64 .62

Note.—. Possible range:
Subscales 1 ~ 8 w 11 ~ 55
Subscale 9 = 8-40
Total Test = 89 - 445
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TABLE 17

Means, Standard Deviations, and
Possible Range of Factor Scores

Possible
Factors Means S. D. Range

1 57.49 9.26 16 - 80
2 39.84 9.86 12 - 60
3 10.79 6.58 : 13 - 65
L 27.19 6.26 10 - 50
5 26,3 5.63 9 - 45
6 19.19 5.39 , 9 -45
7 22.64 6.78 11 - 55
8 30.15 4.52 9 ~45




Correlations Between Subscale Scores,

TABLE 18

Questionnaire Score, and Demographic Variables
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Sub= Varlables
scales . Age Sex ;I;r:xl Class College Major g;.afus
1 126 356% -116 =232 =272 =214 =029
2 1%  33* =095  -264  -165 068 080
3 196 S4o* =187 =293 - os* =269 =050
4 o 103  o0i5 =076  -053 009 081
5 082 167 -09% -084 -169 =275 =012
6 121 362% -096 -189 ~240 =212 025
7 055 070 -049 =092 =019 =002 059
8 090 366"’ =053 =205 -270 -118 001
9 126 240 =062 -218 =240 =089 023
Total Score 174 Leyw -140 -283 -325% 222 008

Note,— All values should be read with three decimal places.

All values without signs should be considered positive.

P L O5m= .088
P < .01 = ,115
P < 001 = 01“‘7
af = 500

* moderate relationship
** gtrong relatlionship
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TABLS 19

Correlations Between Factor Scores
and Demographic Variables

Factors Variables _
Age Sex g::t::l Class College Major g ;:afus
1 131 352*  -127 -205 -257 -264 002
2 199  s511™* 186 -301*  -4og* =265 =052
3 47 043 =039 -065 003 -027 060
L 155 s =105 261 =169 060 =073
5 107 271 -048 -191 -247 -139 (T3
é o47 262 -051 -142 -198 -095 006
7 076 161 ~089 -078 -158 -280  -041
8 030 119 007 -059 -039 021 075

Note,—— All values should be read with three decimal places.
All values without signs should be considered positive.
P < 005 b 0088
P < .01 =,115
P £ 001 = .14?
df = 500
* moderate relationship
** strong relationship
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total test soares and sex. HModerate relationahips coowrred betwesn
oollege and the interest subscale and total test score. -

Similar relationships occurred between sex and factors 1, 2, and
4 (appearance, experimentation, and modesty) and between college and
factor 2 (experinentation). | | o

Vhile results of this stuly did not indicate definitive relaticn=
' ships between any of the scores and the demographic variables, there |
was an appreciable one between clothing intexrest and uu:. women sceu.'l.ng
significantly higher on clothing interest in gonml and on the npocd.ﬁ.c
aspects of aesthetics, lodosty. management, and dcpondonco, The -
relationship between clothing inverest and college was also stroﬁg. In
this Mioniu' study, these relationships would seem logical since the
college identified in queation 95 wvas the College of Home Economics,
predoninantly women students. '

Although there were significant correlations scattered botyeen \
specific aspects of clothing behavior and the other variables (sie
Tables 18 and 19), the results of this study do not indicate even a
moderate relationship between clothing interest and age, marital status,
major in college, Or sociosconomic class.

Order of Clothing Interest

dubscales

Table 16 contains the means and standard deviations for the total
sanple scores on the nine Creekmore subscales indicating the rank order
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of importance of these nine aspects of clothing behavior for the entire
sanple of 500 subjects. Thc‘flrst eight scales were directly comparable
because they contained an equal number of items. Scale number nine,
with fewer iteas on it, had a possible range of 8-40 and although its
mean cannot be compared directly to the means of the other eight scales
for ranking purposes, its relative importance to the group can be
estimated as approximately at the mid-point of the five point scale of
"Always" to "Never."” Subjects registered highest agreement with the
aesthetics subscale=number one. The mean score of the management
subscale was slightly less and ranked second. None of the other means
were appreclably above the mid-point, in fact the means for the total
questionnaire for the entire group registered only slightly above
mid-point in olothing interest. | |

The findings indicated for this particular sample of 500 subjects
that they were most concerned with or interested in the aesthetics and
management aspects of clothing importance as measured by the
“Importance of Clothing Questionnaire” and least concerned with
approval and modesty. They were not highly interested in the
importance of clothing in general. The importance of the eight aspects
of clothing behavior can be ranked in the following order: aesthetics,
management, dependence, interest, comfort, attention, approval, modecty.
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Tha Factors

The means of the eight factors cannot be as readily interpreted
because of the varying number of items in each factor. However,
utilising mid-points (3 for sometimes) multiplied by the number of
items in the factor it can be said that subjects ranked themselves
highest on factor one, appearances, similar to subscales one and six,
aesthetics and management. They ranked as exceedingly unimportant,
factor three, conformity, similar to Creekmore's seventh ranking
subscale, approval.

Comparisons with Previous Studies

The rank ordexr of importance of the various dimensions of clothing
interest found in the present study was compared to results of
previous research using the "Importance of Clothing Questionnaire" as ‘
well as other measures of clothing behaviors. The aspects of clothing
importance as measured by the eight subscales of the Creekmore instru-
ment were ordered by the means of the total sample scores on each
subscale. These dimensions ranked as follows: aesthetlics, management,
dependence, interest, comfort, attention, approval, and modesty.

- Most researchers in clothing interest and behavior, using a wide
variety of measuring devices and many different populations, have
consistently reported that appearance was the most important aspect of
clothing bshavior. Factor one, named "appearance,” consisted of items
from subscale one and subscale six, aesthetics and management
roﬁpoctive].y. Therefore, the results of this study agreed with
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previous yesearch about the importance of appearance as an aspect of
oclothing behavior and interest.
'i'ho importance of appearance, noted by Creelmore in 1963, had been

reported in earlier studies (Hurlock, 1929; Barr, 193%; Hoffman, 19563 |

Roh.nd. 1958; Lundeen, 1958; Lapitsky, 1961). Subsequently more recent
studles found appearance to be most important to subjects taking part
in their research studies (Brady, 1963; Creekmore, 19665 Dickey, 1967;
0*Connor, 1967; Harrison, 1969: Graham, 1973). Noting cultural

i

diffewences. l(in (1970) found aesthetics to rank second for a group of

i3 LM NS

Koxean uoum. and Hao (1971) found it to be of second importance in a

study using a Chineso popuhtion. Hhen consi.dered in the light of the

wrarioor

relationship betwoon aecthetics and nmgenent. denonatra.ted by the
appeaiance of both -dimensions of clothing behavior on factor one, Hao's
results: were even more interesting. Although she found that both
American and Chinese women ranked aesthetics second, Americans rated
management firet,

- The least important aspect of clothing behavior for the group-used
in this present study was modesty. The importance of this dimension of
clothing behavior has varied culturally and over a period of time,

Kim (1970) and Hao (1971) found modesty to be the most important
clothing behavior to Korean and.Chinese women respectively, while Hao's
group of Americans ranked modesty last. Harrison (1969), who used many
of Creekmore’s items with an Indian population, found modesty to rank -
thinrd. - .

Concepts of modesty have changed also with the passage of time.
Early researchers found it to be more significant than it was for the
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sanple of this study (Brady, 1963; Dickey, 1967; Klaasen, 1967).
However, it ranked seventh in Creelmore's original study in 1963.

Creekmore, in 1963, found inverse relationships between conformity
and soclal position. Women in the lowest socloeconomic classes were
significantly more concerned with conforming clothing behavior than
were those in the uppexr classes. The present study indicated that
college women in 1973 were not concerned with conformity in dress
regardless of socloeconomic status. Even though the gocd.al class
range in this study was extremely small, 50% of the sample were in the
wpper middle class and 80X in the combined middle classes (upper and
middle), this research indicated no significant correlations between
elther subscale seven (approval) or factor three (conformity) and
socloeconomic status.

These correlations, plus the extremely low importance placed on
conformity as measured by subscale seven and factor three may help
answer many questions posed by modern colleglate dress. Are today’s
young people truly non=conformists as they claim or are they merely
conforming to an alternate set of norms? These results would seem to
bear out what past research has indicated, that the younger generation
are unconcerned with societal pressures in matters of dress and are
exhibiting non-conforning or "do~yowr-own=—thing"” attitudes toward
thelr owm clothing, as well as that of others (Gurel, 1970).

Hurlock (1929) reported men to be more interested in conformity
in dress than women. O'Connor, too, found that men scored above
middle rank on conformity interests in clothing. In this study there
was no significant difference in conformity interest and sex.
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Creekmore believed that the fact that qu Economics students
placed significantly higher importance on management and theoretical
aspects of clothing was closely related to the Home Economics
curriculums. Management in selection, use, and care of clothing was
emphasized and a theoretical interest in clothing was a natural tendency
for most Home Economics students. This reseairch agreed partially with
Creelmore’s findings. Management ranked second in importance, however,
theoretical concexrn with elo@hing only ranked mid-way in importance for
most of the students in this 1973 sanmple. |
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CHAPTER VI
CONCLUSIONS

Conclusions pertinent to this research, concerning the factor
_analysis of the Creekmore "Importance of Clothing Questionnaire" and
the investigated clothing interest relationships, will be divided, for
purposes of discussion, into sections based on the four objectives and

the six hypotheses proposed at the beginning of this study.

Objectives

Chisctiva 1s+ To identify by factor analysis the underlying dimensions
of behavior that may be labeled "interest in" or "importance of"

clothing.

Factor extraction, by means of component analysis, followed by
varimax rotation indicated the presence of eight distinot factors in the
clothing questionnaire used in this study. The underlying dimensions
or constructs of the lnstrument were represented dy the eight clusters
of items., Since the total mtr\ilent purported to measure clothing
Wco or clothing interest, it was reasonable to conclude that
these eight factors also represented the dimensions of cloth:.ng' interest
or clothing importance. In order to provide titles for these
dimensions, a factor naming panel was employed. The eight dimensions
of clothing interest were:s personal appearance, experimentation with
clothing, conformity, modesty, psychological awareness, self-concept,
fashion interest, and. comfort.

Therefore Objective 1 was fulfilled.
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Qhiactive 2¢ To investigate relationships between the factor analyti-~
ocally derived dimensions of clothing behavior and the empirically
derived constructs of clothing importance proposed by Creekmore and her
associates. '

Relationships between the dimensions of clothing intexest derived
by factor analysis and those derived empirically by Creekmore, et al.
(1968), were investigated by comparing item assignments. Three analyses
were useds (1) corrslational analysis between cluster scores and
factor scores, (2) item=subject correlations, and (3) the chi square
test for independence. Results or‘ these analyses will be discussed
undexr Hypothesis 1 below. Thus Objective 2 was accomplished.

Ohiective 3t To establish comstruct or factor validity for a clothing
interest measure.

Construct validity is ccnsidexred to be an indication of agreement
between what an instrument claims to measure and the basic constructs
underlying its development represented by the beliefs and concepts of
the instrument developer. Factor analysis statistically uncovers an
instrument'’s constructs. These constructs become the basic factors
that are extracted by the factorial process. If these objectively
derived constructs agree with the subjectively defined constructs of
the test developer, this agreement may be interpreted as evidence for
some construct validity for the instrument in question.

The results of the comparisons between the items assigned to
factors and the items assigned to subscales showed a high correspondence
between individual factors and individual subscales. Similarity was
also found between factor and subscale titles. These results may be
interpreted to mean that construct or factor validity can be claimed
for the clothing measure used in this study.
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Objective 3 has, therefore, been obtained.
- Ohiactive 43 To seek relationships between clothing interest as
measured by the "Importance of Clothing Questionnaire” and certain
demographic characteristiocs of college students.

Hypotheses 2 through 6, to be discussed below, will indicate the

accomplishment of Objective 4.

Hypotheses

8 1: There are no significant relationships between the
dimensions underlying clothing behavior as derived from a factor
analysis of a clothing measurs and the empirically dexrived constructs
developed by Dr. Amna M. Creekmore and her associates.

In oxder to test the significance of relationships between the
statistically dexived factogs resulting from the factor analysis and
the empirically derived subscales of the Creekmore researchers, three
statistical procedures were used. Pearson product moment correlations
between factor scores and subscale scores indicated very strong
relationships between factor and subscale pairings.

Comparisons between item assigmments to factors and itea assign~
ments to subscales were made, first by using the phl coefficient for
two sets of dichotomous variables. Thex;'. by incorporating the factor
loadings into the correlation matrix, point-biserial coxrelations
were obtained. Both of these analyses indicated extremely strong
relationships between item assignments.

As a final test of Hypothesis 1, a chi square test of independence
was performed. Nine highly significant chi squares expressed the same
relationship between factors and subscales as the previous correlational

analyses had done.
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All three statistiocal procedures indicated a significant relation-
ship between the factors and subscales, thus Hypothesis 1 was rejected.

3 There is no significant relationship between clothing
interest and sex among a selected group of college students,

Pearson product moment correlation coefficlients between the
instrunent's subscales and the demographic variable of sex indicated
several significant relationships. A coefficient of .59 between
subscale three (interest) and sex indicated a very strong relationship.
Snllec coeffiolents occurred between sex and the asstheties, modesty,
managenent; and dependence subscales but all were statistically
significant below the ©4 ,001 level. In all, there were significant
correlations between sex and seven of the nine scales and a coefficient
of 46l between sex and the total instrument scores.

There were similar relationships between sex and six of the eight
factors. A strong relationship existed between sex and fastor two
(experimentation with clothing), moderate relationships betveen sex
and factors one and four (personal appearance and modesty), and
small, but still significant correlations between sex and factors five,
six, and seven (psychological awareness, self-concept, and fashion
interest).

The two factors that were not related to sex were conformity and
comfort; the two subscales that did not yleld statistically significant
corre].ations gith sex were comfort and approval. Means of the |
individual factor and subscale scores indicated that both conformity
and approval ranked very low in importance to the mi)le as a whole
(factor threes mean 10.79, range 5-65; subscale sevens mean 29.59,
range 11-55, ranking seventh in importance).
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Comfort was ntod nore hporunt than ccntmity and approval on
both factor and subscale analyses (factor eight: mean 30.15. n.nge
9-45;. subscale three: mean 35.93, range 5-55, fifth ranking of eight
-uheshl) |

This study indicated that a rohuouhlp o:d.atod between clothing
'm.mt and sex. Since the relationship was positive, it can be said
that, for the population studi.od. wo-on are more utmated in and
phco more hportanco on clothl.ng than do nen. chco. Rypothoh 2 vas
rojoetod

W There is no significant roh’d.onlh!.p between clothl.ng
interest and age among a selected group of college students.

Thexe were scattered significant correlations (o < .001)
between age and clothing interest as measured by subscales two and
three (modesty and interest) and by factors two and four (experimentation
with clothing and modesty). The coefficients were, however, extremely
snall (.154=.199), indicating little relationship between the underlying
oclothing behaviors measured by this instrument and the age of the
subjects.

Therefore, for the sample used in this study, Hypothesiz 3 was
accepted.
Hypothesis 4: There is no significant relationship between the
clothing interest of students enrolled in the College of Home Economics
and students enrolled in other colleges of one university systea.

Although there were il statistically significant correlations
between college of enrollment and subscales, factars, and total test
score, only three indicated moderate relationships—subscale three
(interest), factor two (experimentation with clothing), and the total
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test score. The remaining correlation coafficlents were all less than
«272, The many small relationships did indicate that, for this
sample, students enrolled in the College of Home Economics expressed
slightly more interest in clothing than dld the rest of the university
students.

Therefore, Hypothesis 4 was partially accepted.

Hypothesis 5: There is no significant relationship between the clothing
interest of home economics students and theilr choice of major.

Bight of the 17 correlations between college ujar and the
olothing interest constructs were significant at the X < ,001 level.
However, the highest coefficient was .280, below the criterion of .300
indicating a moderate relationship. Therefore, although this research
indicated a trend toward a relationship detween the clothing interest of
Home Economics students and their choice of major, Hypothesis 5 was
accepted.

Hypothasis 6s There is no significant relationship between the clothing
interest of college students and their socloeconomic class membership.

There were no significant correlations between socloceconomic class
and clothing interest as measured by the "Importance of Clothing
Questionnaire.”

ﬁyj)othuu 6 was accepted.
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CHAPTER VII
SUMMARY

Research concerned with interest in clothing and the importance
of clothing to an individual has been handicapped by few measuring
instruments with uublishod validity as well as by a lack of definitive
statements concerning the clothing behaviors in question. .m.
importance of the social and the psychological implications of clqthinc
behavior has been accepted by investigators in the clothing field for
many yoars. However, instrument refinement and revision has not kept
pace with other advances made by clothing researchers. Instrument
analysis may be considered a prelude to instrument revision in that
concepts underlying the behavior being measured can be identified.

The major purpose of this investigation was to determine by means
of factor analysis, the dimensions underlying clothing behavier. 1In
addition, factor analysis was used to establish construct walidity for
a measure of clothing interest. At the same time it was believed that,
through the use of the isolated constructs uneomogl by the analysis, a
more inclusive definition of clothing interest behavior could be
postulated.

To gain information about the clothing interests of college
students in 1972-73 this study also investigated hypothesir . :lation=
ships between clothing interest and groups with differer: . .. gsaphic
characteristics.



121

The Inatruments

The clothing measure developed by Dr. Anna M. Creekmore and her
usoeutesi in 1968 was used for this analysis for several reasonss
(1) its length and composition made it suitable foﬁ factor analysis,
(2) the Anstrument was applicable to the available population without
revision, and (3) the frequency of its use in previous studies had
denonstrated reliability.

The above instrument, "The Importance of Clothing Questionnaire”
was divided into nine subscales; it was hypothesiged that there would
be a close correspondence between these subscales empirically derived
by the instrument developers and the items assigned to factors by means
of the factor analysis. Acceptance of this hypothesis would be an
1nd1caﬂon of construct validity for the Creekmore instrument.

Socloeconomic s;tatus was determined by using the MoGuire-White
modified Index of Social Status (1955). Demographic data was gathered
by means of additional questions added to the 89 item questiomnaire.

The Sample

The sample used in this investigation consisted of 500 students,
420 women and 80 men, enrolled in a clothing and textiles course at
Virginia Polytechnic Institute and State University during the 1972-73
academic year. Sixty-elght % of the students were either 18 or 19
years old and 78% were in their freshman or sophomore year in college.

1
Karen Engel, Carolyn Andree Humphrey, Winifred Sue Hundley, Mary
* Green Klaasen, and Mary Jane Young
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The Statistical Analysis

Elght factars were extracted by means of compoment analysis with
+1.00°s in the major diagonal entries. The vectors wm. rotated using
the Kaiser varimax method, to produce optimal orthogonal structure..
Criteria were established for the assigmment of items to eight factors.

Phi coefficients, point-biserial correlations, and the chi square
test for independence were performed to dotmine the correspondence
between item assignments to the empirically derived subscales and to the
statistically derived factors.  Strong correlations were found between
the two sets. of measures.on.all of the.above procedures.

Item assignments. were-also compared by means.of Pearson.correla-
tions between factor scores and subscale scores. Each factor had a
very strong relationship (coefficients of .800 or greater) with at
least one subscale. Factor one was related significantly to two
subscales. The factor and subscale pairings on all four procedures
were as followss

Factor one was related to subscales one and six.
Factor two was related to subscale three.
Factor three was related to subscale seven.
Factor four was related to subscale two,

Factor five was related to subscale nine.
Factor six was related to subscale eight.
Factor seven was related to subscale five.
Factoxr Qight was re]aied,to subscale fox&.
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These results supported the rejection of the first null hypothesis.
Thexe was a relationship between the dimensions underlying clothing
behavior as derived from a factor analysis of a clothing measure and
the empirically derived constructs developed by Dr. Anna M. Creeckmore
and her assoclates.

Claims for construct validity for the Creekmore "Importance of
Clothing Questionnaire” could also be supported by the results of this
study. The significant correlations between item assignments to sudb-
scales and item assignments to factors, the magnitude of relationships
between factor and subscale scores, and the similarities of factor and
subscale titles representing the basic instrument constructs, all lent
credence to the basic theories underlying the measure’s validity.

Thus one of the major objectives of this study was accomplished a_]_.so.

The reliability of the item assignments was determined by point-
biserial correlations between factor assignments and factor loadings.
There were highly significant correlations (p < .001) between each
factor and the loadings of the items placed in the factor.

Factor Naming

In oxder to ald in assigmment of titles to the constructs of
clothing interest isolated -by factor analysis, a 17 member panel was
asked to name the eight factors. 'Similarities between the names applied
to the subscales by the original researchers and the factor titles
determined by this investigator with the aid of -the factor naming panel
can be seen from the following lists.
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i aesthetiocs 1 personal appearance

2, modesty | 3 modesty

3. interest 2 experimentation with
clothing T

4, comfort 8 comfort

5 attention 7 fashion interest

6. managenent 1 personal appearance

7. approval 3 conformity

8. psychological 6 self-concept

dependence

9. theoretical 5 psychological

awareness

Clothing Interest Defined

A new definition for clothing intereat was formulated using the
factor titles as verbal representations of pertinent behavioral
conatructs. Clothing interest bshavior may be referred to as that
part of human behavior specifically related to clothing, its selection,
and its use, and its importance as a persistent interest center to an
individual. Clothing interest boh;v!.or is made up of concerns for
personal appearance and the management of clothing to maintain
this appearance. It involves a willingness to experiment with the use
of clothing, to be psychologically aware and curious about the effects
of clothing on others, to use clothing to bolster self-concept and
security, and to be interested in fashion and style. Concern for
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modesty in clothing, comfort and fit, and some degree of conformity
to societal norms is also part of the personality pattern of a pexrson
nanifesting high interest in clothing.

Clothing Interest and Demographic Characteristics

In order to test the five hypotheses related to clothing intexrest
and the demographic characteristics of sex, age, college of enrollment,
major, and socioeconomic class, Pearson product moment correlations were
computed between all factor and subscale scores, the total test scores,
and all background variables. Significant relationships occurred
between some constructs of clothing interest as measured by both
factors and the original subscales and the variables of sex and college.
some specific aspects of clothing interest than did the men in the
research sample. Since the majority of the wome:n were enrolled in the
College of Home Economics, it quite logically foliowed that clothing
interest was also related significantly to college of enrollment. The
null hypotheses concerning relationships between clothing interest and
sex and clothing interest and college were rejected.

Although a few significant correlations were found between clothing
interest and the variables of age and college major, the relationships
were not strong enough to be meaningful, and the null hypotheses
concerning relationships between age and clothing interest and between
collegs major and clothing interest were accepted.
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There were no significant relationships between clothing interest and
socioeconomic class. Therefors the null hypothesis concerning this
relationship was also accepted.
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CHAPTER VIII
SUGGESTIONS FOR FUTURE RESEARCH

i. The results of the research reported in this dissertation suggest
the possibility of a revision of the "Importance of Clothing
Questionnaire.”

a. Statistical analyses indicated that the total instrument
could be shortened without loss of reliability.

b. Poorly discriminating items suggested the possibility of
individual item improvement through rewording.

c. The factor analysis suggested a regrouping of itemas into
new subscales and a retitling of the newly formed scales.

2. A comparison of the factor structure with other clothing interest
measures may demonstrate validity for the underlying clothing
interest dimensions uncovered by the factor analysis.

3. A comparison between individual factors and both clothing and
non-clothing oriented instruments purporting to measure the
constructs assigned to the factors may further test the validity
of the factors and their titles.

a. Factor Three (conformity) could be used with an instrument
such as Rokeach's Dogmatism Scale (Rokeach, 1960) or other
conformity measures to see if there were relationships
between measures of conforming behavior.

b. Factor Six (self-concept) could be used with the Index of
Adjustment and Values Measure (Bills, et al., 1951), or
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the Clothing and Appearance Image Measure (Deemer, 1967) to
see 1f there were relationships betwesn two or more
measures of self-concept.

4. A replication of this study using a different population would test
the significance of the obtained similarities between the subscale
and factor scoring.

5. This clothing interest instrument, in a newly devised subscale
organization based on the factor analysis, should be used with widexr
age and socioeconomic ranges in order to uncover information about
larger segments of the population in .rogn'd to specific aspects of
clothing interest.

6. The clothing interest of ethnic, racial, and religious groups could
be explored using the factor structured instrument.
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APPENDIX A

A Model of Clothing Interest
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APPENDIX B

Clothing Interest Inastruments

Bosencranz (1948) You and Your Clothing

Wass (1962)

Freedle (1968)
Harrison (1968)

Kim (1970)

Yener (1957)

Wass (1962)
Wildes (1968)

Adken (1963)
Taylor (1969)

Bissell (1969)

Shaxpa (1963)

Moothaxrt (1966)
Bissell (1969)

Creakmore (1963)
Brady (1963)

Griesman (1965
0'Connor (1967

Dickey (1967)
Klaasen (1967
Hundley (1967
Frost (1968)

Fetterman (1968)
Goodman (1969)
Bissell (1969)

Risley (1969

Harrison (1969)

Kim (1970
Hao (1971

Clothing Opinionnaire

Clothing Selection and Buylng Processes
Questionnaire :

Clothing Selection and Buying Processes
Questionnalire C

Clothing Interest and Clothing Practices
Questionnaire

You and Your Clothing, An Opinionnaire

Clothing Opinionnaire
You and Your Clothing

Clothing Opinionnaire

Alken's Revised Clothing Opinionnaire
Clothing Questionnaire

Clothing Scale

Sharpe's Clothing Scale
Clothing Questionnaire

Clothing Interest Inventory

Clothing Interest Inventory
Clothing Interest Inventory
Clothing Behavior Measure

Clothing Concern Inventory
Importance of Clothing Questionnaire
Importance of Clothing Questionnaire
Clothing Attitude Opinionnalxe for Men
Importance of Clothing Questionnaire
Clothing Questionnaire

Clothing Questionnalre

Men's Clothing Styles Questionnaire
Clothing Intexrest Inventory
Clothing Questionnaire

Clothing Interest Inventory



Miscellaneous
Consi1lii 219553

Carpenter (1963
1963§6
1965

Peters
Beeson

5

Griesman
Moothart

Wellan

5

(156

1966;

Snow (1969)
Pankowski (1969)
Anes (1969)
Douce (1969)

Stilley
Russell

5

1970
1971

)

3
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APPENDIX B (continued)

Source and Selection of Clothing
Clothing Opinion Scales

Opinionnaire

Clothing Thematic Apperception Test
Attlitude Scale

The Individual and Her Cholce of Consumer

Goods
Inportance of Clothing to Men
Clothing Activities
Clothing Interest
Clothing Interest Measure
Clothing Conformity and Awareness
Awareness of and Interest in Clothing
Clothing Interest Inventory '
Fashion Interest Questionnaire
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APPENDIX C

Importance of Clothing

Read the following statements and rate egch accoxding to the scale
given below. Mark the letter corresponding to your choice on the
IBM answer sheet,

i.
2.

3.
4.

6.
7.
8.
9.

10.

it.
12,

Scales A. Almost Always - very few exceptions
B, Usually = majority of the time
C. Sonmetimes
D. Seldom - not very often
E. Almost Never = very few exceptions
The way I look in my clothes is important to me.

When I am shopping I choose clothes that I like even 1f they do
not look the best on me,

It bothers me when my shirt tall keeps coming out.

I consider the fabric texture with the line of the garment when
choosing my clothes.

I use clothing as a means of disgulsing physical problems and
imperfections through skillful use of color, line and texture,

I wear clothes which have buttons or snaps missing.
I pay & lot of attention to pleasing color combinations.,
I keep my shoes clean and neat.

I carefully coordinate the accessories that I wear with each
outfit.

I wear the clothing fads that are popular in our school even
though they may not be as becoming to me.

1 spend more time than others coordinating the colors in my clothes.

I try to figure out why some people's clothes look better on them
than others.



13.

k.
15.

16.

17.

18.

19.
20.

25.
26.

27.

28,
29.

30.

41

Scales A. Almost Always
B. Usually
C. Sometimes
D. Seldom
E. Almost Never

Unlined sheer dresses, blouses, or shirts reveal too much of the
body.

I select clothes that are conservative in style.

I feel uncomfortable when someone has forgotten to close his or
hexr zipper.

The first time in the season tha.t I gotoa publ:lc beach or pool
I feel exposed in my bathing sult.

I choose clothing with small prints, even though a larger design

.looks equally good on me.

I feel embarrassed when I see someone in too low cut a dress.

I select clothes which do not call attentlon to myself in any way.

I feel embarrassed when I see someone in clothes that are too tight.
I like dark or muted colors rather than bright ones for my clothes.

I hesitate to assocliate with those whose clothes seem to reveal too
much of thelr body.

I wonder why some people wear clothes that are immodest.

My friends and I try each others clothes to see how we look in
then,

I enjoy trying on shoes of different styles or colors.

I study collections of accessorles in the stores to see what I
might combine attractively. '

I try on some of the newest clothes each season to see how I look
in the styles.

I read magazines and newspapers to find out what is new in clothing.

It's fun to try on different garments and accessories to see how
they look together.

I experiment with new or different "hair do's" to see how I will
look.



31,

33.

.
35.
36.

37.

38.

39‘
uo'
hi.

42,
43,
Lh,

ks,
L6,

47,
L8.
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Scale: A. Almost Always
B. Usually
C. Sometimes
D, Seldom
E. Almost Never

I like to know what is new in clothing even if none of my friends
care and I probably would not want to wear it anyway.

I try on clothes in shops just to see how I willl look in them
without reelly planning to duy. _

When I buy a new garment I try many different accessories before
I wear it.

I am curious about why people wear the clothes they do.
The way my clothes feel to my body is important to me.

There are certain textures in fabrics that I like and especlally
try to buy, for example, soft, fuzzy, sturdy, smooth.

I anm more sensitive to temperature changes than others and I
have difficulty being comfortable in my clothes as a result,

I wear my pants or slacks with an easy fit even when tlght ones
are fashionable.

I get rid of garments I like because they are not comfortable.
I find it difficult to buy clothes sultable to the temperature.

I would buy a very comfortable bathing sult even if it were not
the current style.

I avoid garments that bind the upper arm.
I am irritable if my clothes are uncomfortable.

I am extremely sensitive to the texture of the fabries in my
clothing.

I wonder what makes some clothes more comfortable than others.

When new fashions appear on the market, I am one of the f.trét to
own then.,

I have clothes that I don't wear because everyone else has then.

I like to be considered an outstanding dresser by my friends.



49,

5.

52.

53.

.
55.
56.

580
59,

60.

61.
62.

63.
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Scales A. Almost Always
B, Usually
C. Sometimes
D. Seldom
E. Almost never
I try to keep my wardrobe in line with the latest styles.
I go to nearby cities to shop for better fashions.
I try to buy clothes which are very unusual. '

I avoid wearing certain clothes because they do not make me feel
distinctive, ‘

I enjoy wearing very different clothing even théugh I attract
attention.

I try to buy clothes with the best labels,
I wear different clothes to impress people.

I am interested in why some people choose to wear such unusual
clothes.

I plan for and prepare clothes to wear several days in advance.
I see that my out=-of-season clothing 1s cleaned and stored.

I look over the clothing in my wardrobe before each season so
that 1 know what I have.

I am enticed into buying garments I like without having anything
to go with thenm.

I enjoy trying to get the most for my money in clothing purchases.

I wear a raincoat or carry an umbrella to protect my clothes in
rainy weather.

I have something to wear for any occasion that occurs.

I have a long=term idea for purchasing more expensive items of
clothing such as coats or sults.

I carefully plan every purchase so that I know what I need when I
get to a store.

I am more concerned about the care of my clothing than my friends
are about theirs.



67.
68.
69-

70.
71.

72,

73.

81,
82.
83.
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Scales A. Almost always
B, Usually
C. Sometimes

D. Seldom
E. Almost never

I try to find out how I can save as much time, energy and money
as possible with my clothes.

I check with my friends about what they are wearing to a gathering
before I decide what to wear.

I would rather miss something than wear clothes which are not
really appropriate.

I feel more a part of the group if I am dressed like my friends.

I wear clothes that everyone is wearing even though they may not
look as good on me.

I am uncomfortable when my clothes are different from all others
at a party.

I try to dress like others in my group so that people will know we
are friends.

I get new clothes for a special occasion if the clothes I have are
not the type my friends will be wearing.

I have gone places and then wished after I got there that I had
not gone because my clothes were not sultable,

I wear what I like even though some of my friends do not approve.

When I buy a new article of clothing I try to buy something
similar to what my friends are wearing.

When someone comes to school dressed unsulitably, I try to figure
out why he 1s dressed as he is.

Certain clothes make me feel more sure of myself.

I decide on the clothes to wear according to the mood I'm in that
day.

Days when I feel low I wear my gayest clothes,
1 "dress-up"” to make an ordinary occasion seem more exciting.

I am aware of belng more friendly and out going when I wear
particular clothes.



Scales A.

B..
C.

D.
E.
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Almost always
Usually
Sometimes
Seldom

Almost never

I feel and act differently according to whether I am wearing my
best school clothes or not.

I buy clothing to boost my morale.

I get bored with wearing the same kind of clothes all the time.

I have more self confidence when I wear my best school clothes.

When things are not going well I like to wear brighter colors.

I wonder why some clothes make me feel better than others. '
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AFPENDIX D

Index of Social Status

Student number

What is the one major source of your family's income?

1,
2,
3.
L,
5.
6.
7.

inherited savings and investments (inherited money)
earned wealth=-savings and investments

profits, fees from business or profession

salary a.nd/or commissions, and/or monthly check
weekly checks and hourly wages

odd jobs, seasonal work

public rellef or assistance

X4 =

place this number on line 1 below

What is the highest grade your father completed in school?

1.
2.
3.
L,

5.

7

advanced college degree

graduate of a 4 year college

less than 2 years of college or junior college graduate
high school graduate, and/or post-high school training or
trade school

attended high school but did not graduate

finished 8th. grade

less than 8th. grade

X3 =

place this number on line 2 below

What is the primary occupation of your father? Please be specifiec.
If your father is deceased, what was his occupation when he was
living?

X§5=
(Please find this number place this number on line 3 below
on the chart of occupations

that you have been given.)




Line 1
Line 2
Line 3
Total

147

APPENDIX D (continued)

(Please add lines 1, 2, and 3.)

This is your Index of Social Status.
Use this number to answer question 98
on the preceding questionnaire.



Answer the following questions by marking the right letter on the

Bilographical Data Sheet

IBM answer sheet.

90.

91.

92.

93.

How old were you on your last birthday?

A.
B.
c.
D.
E.

What is your sex?

A.
B.

male
female

APPENDIX E

What is your marital status?

A.
B.
c.
D.
E.

single
narried
divorced

separated
widow or widower

Do you have any children?

A.
B.

yes
no

ﬁha.t class are you presently in?

A.
B.
c.
D.
E.

freshman
sophomore
Junior
senior

graduate
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95.

97.

98,
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APPENDIX E (continued)
In what college are you enrolled?

A. College of Home Economlcs
B. other

If you are in the College of Home Economics, what is your major
(or what do you think it will be if yet undeclared)?

A. CTRA
B, HNF
C. MHFD
D. HNF education or extension
E. MHFD education or extension

If you indicated that your major was CTRA (in question 96), what
is your option (or what do you think it will be if yet undeclared)?

A. Apparel Design and Fashion Merchandising
B. Textiles :

C. Interior Design

D. Extension scm;

E. Education (CTRA

What is your Index of Soclal Status?

A. 12=22
B. 23-37
C. 138-51
D. 52-66
B, 67~84
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APPENDIX F

Directions to Class About Research Assignment

The CTRA Department is working on a clothing research project
using a questionnaire called "Importance of Clothing" developed by
Dr. Anna M. Creekmore and a group of graduate students at Michigan
State Unilversity. You will hear more about this in one of the TV
lectures next week.

You are being asked to participate in this research. By doing"
this you will see how at least one type of soclal sclence research is
conducted. In order to enlist your cooperation (as a captive audience)
we are golng to give you the 25 points that was scheduled for a second
unit assignment. If anyone does not want to take part in this research,
of course they do not have to. I will be glad to glve you an alternate
assignment,

The questionnaire consists of 89 questions. Questions 90-98 are
demographic questions—--that is questions that attempt to describe the
population taking part in the study. The questionnaire will take you
about 40 minutes to fill out.

This present research is belng conducted for the following
purposess

1. to txry to improve the present questionnaire through statistical
analysis,
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APPENDIX F (continued)

2. to gather information about the importance of clothing to
college age men and women, and

3. to determine whether there are relationshlps between
demographic varlables and clothlng importance.

That is all that I would like to say about the questlonnaire now so
that I won't give you information that may blas your answers. The
material should be self explanatory and you should not have any
trouble with it. If you have questlons about the research or any parts

of the questionnaire I will be glad to try to answer them on Wednesday.

1. Complete the questionnaire as honestly and accurately as you can
using the IBM answer sheet that you have been given.

2. Remember: answer every questionl If you don't complete the items
in the questionnaire we will not be able to use it and you won't get the
25 points credit for the assignment. So please check over your work and
make sure 1t is complete before handing it in.

3. Work alone. Don't discuss thils questlonnalre with other class
members until after you have handed the questionnalre in.

4, Use the pencil provided.

5. Please put your student number on the IBM answer sheets and the
mimeographed papers. These questlonnaires will be kept completely
anonymous and confidential, We need your student numbers only so that
we can glve you credit for completing the assignment. No attempt will
be made to identify you in any way.

6. There are no right or wrong answers. These forms cannot be graded
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APPENDIX F (continued)
in any manner. They will affect your grade in the course only in that
you will get the 25 points if you complete the questionnaire.
7. Please hand in, at the end of the period, the questionnaire, the

mimeographed sheets, the IBM answer sheet, and the pencil.

Thank you very much for your cooperation.

Mrs. Gurel
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APPENDIX G

Chi Square Contingency Tables

Nine significant chi square values were obtalned with a chi

square test of independence between subscale and factor assigmnment.

The contingency tables are reproduced below using the following

formulas
N
9(‘\ N ( AD -3BC -3 )%
- (A+B) (c+D) (aA+cCc) (B+D)
) Subscale One
Xeg No
Yes 7 L 11
Table 1 Factor One
No 9 69 78
16 73 89
x*
= 14,338 with 1 degree of freedom,

significant at p < .0002



APPENDIX G (continued)

Subscale Two
Xes No
Yes 9 2
Factor Four
No 1 77
10 79

F
X* = 54.879 with 1 degree of freedom,
significant at p < .0000

Subscale Three

Jes _ No
Yes 10 1
Factor Two
No 2 76
12 77

a
X = 57.1503 with 1 degree of freedom,
significant at p < .0000

Subscale Four
Yes No
Yes 9 2
Factor Eight
No 0 78
9 80

a
X" = 62.281 with 1 degree of freedom,
significant at p &£ .0000

11

78

89

11

78

89

11

78

89
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APPENDIX G (continued)

Yeos
Factor Seven
No
, ]
Yes
Factor One
No
A
3( = 21.453
Yes
Fa.ctqr Three
No
n/ 2
X = 39,516

Subscale Five

9 2
2 76
11 78

with 1 degree of freedonm,
significant at p < .0000

Subscale Six

Xes No
8 3
8 70
16 73

with 1 degree of freedom,
significant at p £ .0000

Subscale Seven

Yes No
9 2
L 7

13 76

with 1 degree of freedom,
significant at p £ .0000

11

78

89

11

78

89

11

78

89
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APPENDIX G (continued)

Subscale Eight

Yeon No
Yes 6 5
Factor Six
No 3 75
9 80

- X .
X" - 21,969 with 1 degree of freedom,
: significant at p <.0000

Subscale Nine
Yes No
Yes ? 1
Factor Five
No 2 79
9 80

a
X = 48,937 with 1 degree of freedom,
significant at p £ .0000

11

78

89

81

89

156
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APPENDIX H

Factor Lists and Panel Instxructions

Instructionss

Following are 8 lists of statements. These statements are supposed
to neasure 8 distinct aspects of that behavior which may be called
"intersst in" or "importance of” clothing to the individual. These
clusters of statements are called factors, items which "go together”
statistically.

' My problem is to assign names to these factors. The names may be
in the form of a single word or a short phrase. Since I need several
opinions before I name the factors, will you please give me yours?

On the separate enclosed paper will you please write a suggested
name which in your opinion best describes the aspect of clothing
behavior measured by the group of statements.

You may disagree with the inclusion of certain items in the list.
However, that is not the problem here. These lists have been derived
statistically and not empirically. If you find it impossible to assign
& name to some factors because you personally disagree with the listing
then leave that factor name blank. '

Please put all the material back in the folder and return to my
desk (Room 101A) or mail box as soon as you can.

Thank you,
Lois Gurel



APPENDIX H (continued)

158

Answer Sheet
Check ones faculty
— graduate student
e undergraduate student
Factor Names
Factor 1.
- Faetor 2.
Factor 3.
Factor 4.
Factor 5.
Factor 6.
Factor 7.

Factor 8.
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APPENDIX H (continued)
: Factor 1
Eactor lLoading Iiem No.
650 9 I carefully coordinate the accessories that I
' weaxy with each outfit.

607 7 I pay a lot of attention to pleasing color

combinations.

.602 8 I keep my shoes clean and neat.

.551 11 I spend more time than others coordinating the

' : colors in my clothes,

N7 58 I see that my out-of-season clothing is cleaned

and stored. :
J5hS 66 I am more concerned about the care of my cloth-

ing than ay friends are about theirs.

532 1 The wvay I look in my clothes is important to me.

197 | 59 I look over the clothing in my wardrobe before
each season 80 that I know what 1 have.

U481 63 I have something to wear for any occasion that
occurs. .

4439 65 I carefully plan every purchase so that I know
what I need when I get to a store,

437 6 I wear clothes which have buttons or snaps
missing. (reverse scored)

428 12 I wear a raincoat or carry an umbrella to

: protect my clothes in rainy weather.

L1 57 I plan for and prepare clothes to wear several
days in advance.

A1 4 1 consider the fabric texture with the line of
the garment when choosing my clothes.

<393 64 I have a long~tera idea for purchasing more
expensive items of clothing such as coats or
suits.

0322 3 It bothers me when my shirt tail keeps coming

out.



Eactar loading Iliem No,
27

.682

678

-637

579
4535
1
495

A453

il

o311

29

3

3

80
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APPENDIX H (continued)

Factor 2

[

1l try on some of the newest clothes each sea-
son to see/how I look in the styles.

It's fun to txry on different garments and
accessories to see how they look together.

I try on clothes in shops just to see how I
will look in them without really planning to
bWo '

I enjoy trying on shoes of different styles or
colors. -

My friends and I try each others clothes to
see how we look in them,

I read nagazines and newspapers to find out
what is new 1n clothing.

I experiment with new or different "hair do's"
to see how I will look.

I 1like to know what is new in clothing even if
none of ny friends care and T probably would
not want to wear it anyway.

I study collections of accessories in the
stores to see what I might combine attrac-
tively.

When I buy a new garment I try many different
accessories before I wear 1it.

I decide on the clothes. to wear according to
the mood I'm in that day.

I use clothing as a means of disguising
physical problems and imperfections through
skillful use of color, line and texture.



«710

«700

«593

«599

« 504

=337

=305

n

10

73

75

69

41

60
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APPENDIX H (continued)

Factor 3

I weuxr clothes that everyone is wearing even
though they may not look as good on me.

When I buy a new article of clothing I try to
buy something similar to what my friends
are wearing.

Ifeolumapartofthegronpiflan,
dressed 1like my friends.

1 am uncomfortable when my clothes are differ-
ent from all others at a party.

I wear the clothing fads that are popular in
our school even though they may not be as
becoming to me. (reverse scored)

I get new clothes for a special occasion if the
clothes I have are not the type my friends
will be wearing.

1 try to dress like others in my group so that
people will know we are friends.

I have gone places and then wished after I got
there that I had not gone because my clothes
were not sultable.

I would rather miss something than wear clothss
which are not really appropriate.

I check with my friends about what they are

wearing to a gathering before I decide what
to wear.

I would buy a very comfortable bathing suit
even if it were not the current style.

When I am shopping I choose clothes that I like
even if they do not look the best on me.
(reverse scored)

I am enticed into buying garments I like with-
out having anything to go with them. (re-~
verse scored)
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APPENDIX H (continued)

Factor &4

e mmLr

«705

.703

«595

o won Goase ~

20
i8
22
13
23

15

I feel embarrassed when I see someone in
clothes that are too tight.

I feel embarrassed when 1 see someone in too
low cut a dress,

1 hesitate to associate with those whose
clothes seem to reveal too much of their body.

Unli.n&l sheeé dreeseé; blouses, or shirts
reveal too much of the body.

I wondew why some people wear clothes that are
mw.“to ot

I feel unconfortable when someone has forgotten
to close his or her zippea'.

The ﬂ.rst the in the season that I go to a -
public beach or pool I feel exposed in my
bathing sult.

_ I select clothes that are conservative in style.

I:wear what I like even though some of my
friends-do not approve.

I choose clothing with small prints, even
though a ]arger design looks equally good on
. MBe ., .



Eactor Joading. .

o645

619

600

e 575,

M439

A17

327
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APPENDIX H (continued)

Factor 5
ilan lio.
g 2 I am curious about why people wear the clothes
they do.

89 I wonder why some clothes make me feel better
than others. _

78 When soneone comes to school dressed unsultably,
I try to figure out why he is dressed as he
is,

4s I wonder what makes some clothes more comfort-
able than others.

56 I am interested in why some people choose to
wear such unusual clothes.

88 When things are not going well I like to wear
brighter colors.

12 I try to figure cut why some people's clothes
look better on them than others.

2} Days when I feel low I wear my gayest clothes.

67 I try to find out how I can save as much time,

energy, and money as possible with my
clothes.
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APPENDIX H (continued)

: Factor 6
Faclor Loading lism No.
655 79 Certain clothes make me feel more sure of
: mys.lfo
b 87 I have more self confidence when I wear my
best school clothes.
580 83 I am aware of being more friendly and out
going when I wear particular clothes.
. 546 L I feel and act differently according to
: whether I am wearing ny beat school clothes
_ or not.,
o186 85 I buy clothing to boost my morale.
M15 86 I get bored with wearing the same kind of
clothes all the time.
384 55 I wear different clothes to impress people.
-.361 19 I select clothes which do not call attention

to myself in any way:

=302 21 I like dark or muted colors rather than bright
ones for my clothes.

R R PR 1) -



. 382

339

«295

61

48

82
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APPENDIX H (continued)

I

Factor 7

try to buy clothes which are very unusual.

When new fashions appsar on the market, I am

I

one of the first to own thea.

enjoy wearing very different clothing even
though I attract attention.

avold wearing certain clothes because they
do not make me feel distinctive.

have clothes 'that I don’t wear because
everyone else has them.

go to nearby cities to shop for better
fashions.

try to buy clothes with the best labels.

try to keep my wardrobe in line with the
latest styles.

enjoy trying to get the most for my money in
clothing purchases.

like to be considered an outstanding dresser
by my friends. -

"dress-up” to make an ordinary occasion seem
more exclting.



37

43
35

39
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APPENDIX H (continued)
Factor 8

I am extremely sensitive to the texture of the
fabrics in my clothing.

There are certain textures in fabrics that I
1like and especially try to buy, for example,
soft, fuzzy, sturdy, smooth.

I am more sensitive to temperature changes
than others and I have difficulty being
comfortable in my clothes as a result.

I am irritable if my clothes are uncomfortable.

The way my clothes feel to my body is impor-
tant to me.

I find it difficult to buy clothes suitable
to the temperature. :

I avoid garments that bind the upper arm.

I get rid of garments I like because they are
not comfortable,

I wear my pants or slacks with an easy fit even
when tight ones are fashlonable.



