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CHAPTERI

INTRODUCTION

Since 1980the wage gap between skilled and unskilled workers grew
substantiallyFigure1l shows mediahourly wages for men in the U.S. from 1980 to
2015 byeducatiorand potential experienc@/hat we see is that the wage gap for skilled
(i.e. educated) workers rose dramatically over the last 40 years. For workers with less
than10years of potential experience, this gap roughly doubled from &5dat$10in
hour in 2015 dollarswith a more modest increase in the gap for workers with more than
25 years of potential experiendenis happened over a period in which the relative
number of college graduates and high experienced workers rose dramaftizaNale
of work done by high skilled labor has risen while the quantity of high skill laborers has
increased. The catch bserid Ii d atbhoarte riswo rcko ndcoe
complexity.High-skill laborers do all sorts of work. Does the productiviirease apply
to all the work they do, or only some types of work that {skjli laborers
disproportionately supply? Are higgkill laborers supplying more of some types of work,
or are they benefiting from lab@ugmenting technology?

Over the same period, jobs changed in other ways, including through the
introduction of computers in the workforce. These trends have not gone unnoticed by
economists, and many have advanced theoderecting this skill gap in wages t

changes in jobs, most notably slibsedechnical change. What | contributethis
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discussion is to ugeothmodern datasets amelcently developedmpirical

methodologies to make and test these theoretical claims in the familiar economic

framework of prices and quantitiekhis allows a vastly more flexible approach to

modeling bias in technical change and to modeling wages era@esince we can make

fine distinctions between labor types.

Unpacking the details of what makes kglll workers more or less productive

over time has been a major focus of the labor economics literatwigapter2, | review

therelevant parts of thiterature This includes a look at the cohort size literature that



analyzed the effect of the entry of the baby boom generation intatitvemarket, with
special attention to Freeman (1979), thelisaus#on of theliterature on théaskbased
framework of jobsthen the literature otihe wage effect of computer usage at work
These discussions will show that economists have made gogaegs on deciphering
what led wageso risefor high-skill workers That saidprogressn the taskbased
frameworkhas been hampered by data limitatiohlso, much of the recent research
biased technical changgeinaccessible even to experts iratel fields due thighly
idiosyncraticempirical methodsas opposed to one based on the relationship between
prices and quantitie¥hese are issues that the latter half of this dissertation works to
resolve.

In chapter 3, | replicate the work of Fream@d979) as an exercis&/hat | show
here are the limitations of the framework in which workers each provide undifferentiated
labor, with labor only differing between educatiexperience groups, along with the
power f ul i nt er pr et abrelativie vages.oFfeentan (€99 Mexpldins mo d
relative wages using relative labor quantitrethe framework of labor types being
imperfect substitutes, work that spawned the cohort size literature and continued to
influence the later literature on biased technical change, particularly through Katz and
Murphy (1992).

In short, we can learn mdrom the relationship between prices and quantities.
Freeman regresses the log wage ratio for experienced and inexperienced arotkers
log of the labor rati@nd obtains botthe elasticity of substitution between them and a
trend in relative produntty that received less attention. The limitation of his
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methodology is that he has only time series data and must assume some parameters
constant over time to identify the model. The example serves to motivate the following
work of obtaining prices andugntitiesfor tasks as an approach to answering questions
about biased technical change.

The remainder of this dissertatisorks through a multistep process to describe
changes irthe task composition of the workforoger this time periodand showhow
wages have changed in response. These chapters both expand on previous methods of the
taskbased literature and produce datasstble in a variety of areas, including modeling
wage inequality, biased technical change, @lpation selectiofPut simply,
describing a situation in terms of prices and quantities nthkesituation widely
understandableGive me prices and quantities and | can tell a stoan undergraduate.
See this worker whose wages went up? This worker has been doing the same &mount o
tasks A and B for 10 years, and over that time the price of task A rose. The price of task
A rose because a trend in technology that affected all workers doing task A.

In chapter 4] adapt existing techniques from the tdssed literature to measure
tasks done by workers at the individual level from 1980 to 20{5methodology is
drawn primarily from Acemoglu and Autor (2011) and Peri and Sparber (ZD9).
approach here is sigiotint for three reasons. First, | treat individual workers as
performing a vector of task quantities as opposed to the more common approach of
sorting occupations intsingletask categories. This approach is more flexible and is
better able at deal witrases in which there are more than two or three possible tasks.

Second, the approach here permits task quantities to be aggregated across workers,

4



provided assumptions hold about the distribution of task quantities in the popul&i®n.

is a valuable praogrty because the tasks provideglan individual worker affect the

wor ker 6s wage, bdassumedtaorsmall ® snffuenneahe market price.
Meanwhile, the aggregate task quantity can be used to model price(ievglge have
guantities) This is a valuable but underutilized advantage of the method used in Peri and
Sparber (2009)Third, | introduce computer tasks as a category in theldaskd

framework. This category has not been explored and its inclusion has a variety of benefits
| discwss in more detail later.

In terms of resultd, find that the relative intensity of tasks between education
experience groups has been surprisingly stable since 1980, with the introduction of
computers being the most obvious change to the task compasitioe workforcel also
find substantial change in the task compositions of local (state) labor'fdraesuggests
local specialization in tasks is an underappreciated factor affecting the structure of wages,
though further analysis is beyond thegeof this dissertation.

In chapter 5, | estimaieplicit shadow prices fospecifictasks basedrowages
for individual workers and their task quantities. Wage data is from the March CPS and
task data is based on the values obtained in chapter 4. The method is based on the
approach in Peri and Sparber (2009), but replaces their estimatorpoitieau,
recently developed partiallingut estimator that uses lasso to select control variables

introduced in Chernozhukov et al. (2018pnceptually, the methods are similaobtain

That is, the aggregate quantities of a suit@sks within a state. For details on the
construction of aggregate task labor quantities, see chapters 4 and 6.
5



shadow prices as the coefficients in a regression of wages on taskiegiaautid allow
prices to vary by educatieexperience groupnd time

The shadow price estimates in chapter 5 show that wage differences between
groups are affected both bygher prices for taskdisproportionately done Hyigh skill
workers and by higer pay for high skill workers within task categories. Tdmults
confirm other findings in the literature, particularly a rise in pay for nonroutine analytic
tasks and a fall in pay for routine manual tasks. | further find that the introduction and
exparsion of computer tasks worked to counter the trend of a steepening experience
wage profile within education groups. Additionally, | find that differences in the shadow
prices of tasks between states is in some cases substantial, which can provide useful
identifying variation inestimating the determinates of task shadow prices.

In chapter 6, | model task shadow prices as a function of aggregate task quantities.
This is where | reap the benefits of the work in chapters 4 and 5. With measured prices
and quatities for tasks, | can estimate trends in task prices representing bias in technical
change. A positive trend across all tasks for an education group indicatésasat
technical change, while a positive trend across education groups within a iaatemd
taskbiased technical change. This resolves the original question about what types of
labor became more valuable and why in an accessible framework

My general finding in chapter 6 is that taslased technical change is an
economically and statisally significant effect while pure skilbiased technical change
is close to zero or not statistically significant after accounting for task quantities. | also
find that a taskbased nested CES based specification is a poor fit for most tasks, and that
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flexible estimation techniques amostappropriategiven a lack of clear alternatives in

the literature



CHAPTERII

ESTABLISHED EXPLANATIONS FOR CHANGING WAGE STRUCTURE

Over the past few decades, the wage structure of the labor force has changed
substantially, largely in the favor of skilled workers. A major component of this shift is
attributableto skill-biased technical change, as proposed in Bound and Johnson (1992).
Given this name, it is natural to jump to a narrative in which the introduction of
computers and communications technology raised the productivity of high skill workers
and replaced routine work previously done by unskilled or low skill workers. That story
may be true, butue to a lack of detailed information about the degree of computer use
by individual workers and what else those workers were doing on théhgliterature
has connected computer usage at work to changes in wagdyg sfew narrow
contexts.

My purpose here is to draw on three previously unconnected strands of the labor
economics literature to measure jobs tasks, including a measure of computer tasks that |
introduce, and their wage effects in a common framework. | draw on the rsisgohéhe
labor economics literature discussed below to establish a feasible methodology to
establish what types of labor workers provide, how well they are compensated, and how
di fferent groups of workers affect each ot

The tiree elements of the framework | will rely on already exist, but in disjoint

areas of the labor economics literature. The relevant areas are the cohort size effects
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literature, the wage effect of computers literature, and thebi@séd literture. The
cohort size literature is centered around determining the effect of the entry of the
unusually large baby boomer cohort on labor market outcomes, including both cross
sectional and longitudinal experieramge profiles, substitutability betweexperience
groups, and in some cases education decisionditéraure measuring the effects of
computers onvage establishes empirical methods to estimate how much corpatgr
increased wages for individual workers as computers were introducedworttferce.
Finally, the taskbased literature is concerned with categorizing what specific types of
labor workers perform at their jobs, in a way that makes many occupations comparable
along a few dimensions, and the difference in wage and employmenhdoowtorkers
doing different tasksThe remainder of this chapter is a review of these segments of the
literature.
Cohort Size Effects Literature

Substantial discussion of the effects of cohort size on labor market outcomes
began in the late 1970s and continued into the 1990s. Much of this endeavor was
prompted by work by Richard Easterlin, who argued that immigration restrictions and
other developments should cause cohort sizes to have larger economic impacts than in
earlierperiods, as summarized in Easterlin (1978). These arguments led directly to two
foundational works on cohort size effect in Freeman (1979) and Welch (1979).
Foundational Work

Welch (1979) focuses on the effect of cohort size on longitudinal age experience
profiles. Using Current Population Survey (CPS) data from 1967 to 1975 andbg log

9



regression, he finds a substantial negative effect of cohort size on wages for albeducati
groups, especially in the early career phase. An important secondary finding was that the
persistent component of the negative effect was smaller for workers with only a high
school degree, at about 8% as opposed to 20%. The author estimates sewetatipas
with differing sample restrictions and measures of wages. Later works refine these
methods and generally support the conclusions.

Freeman (1979) again uses CPS data, but uses national averages from 1947 to
1974 to estimate the elasticity of stihgion between experienced workers and new
entrants by education group, and based on a regression of relative wages onto relative
cohort size finds that workers with less education have higher substitutability between
experience groups. Elaborating orstfinding became an important topic in the
subsequent literature. The author also improves on related work by including business
cycle controls and testing for autocorrelation. That said, the results are based on few
observations and some years are mggfim some specifications of the model. Stapleton
and Young (1988), addresses some statistical issues with the methods hefapsard3
offers a further discussion, replication, and extension.
Revisions andRefinements

Since thismitial work, discussion on the topic flourished, and many authors
introduced improvements, refinements, and new implications. Connelly (1986) takes on
the important task of incorporating schooling choice into the model. The author accounts
forwhathasbee cal l ed the Aflight to substitutahbi
shift to the education group in which experienced and new workers are more substitutable

10



and the effects of cohort size are smaller. This is a tHeonsed paper, biihe author

shows thatexisting estimatesanbe usedto find thedegree to whicleducatiordecisions
changedThe author shows that this effect is sensitive to the time preferences of workers
andthatlower discount rates lead to larger reductions in education in response to large
cohort sizes.

Stapleton and Young (1988) continue in the same vein as abowetlbatore
empirical support. The authors document the fall in both college enroliment and the
college degree premium in the 1970s and predict, correctly, the reversal in both trends in
subsequent decades. The authors use CPS data and an adjusted fenmoafethfrom
Freeman (1979) that better controls for differences in hours worked, and again find that
high school degree workers have higher substitutability between experience groups.
Based on their elasticity estimates, they simulate a baby boom tmuohetehe
adjustment to college enrollment that optimizes present value of lifetime income.

Bloom, Freeman, and Korenman (1988) build on prior work by modeling the
effect of cohort size on expected wages, separating the effect on unemployment and the
effect on the wages of the employed. The authors also estimate these effects on multiple
countries including Australia, Canada, France, Japan, Sweden, and the UK, showing the
general pattern of cohort size negatively affecting wages Hultishat the relatie size
of the unemployment and wage effects differ depending on labor market institutions.
Relevant here is their finding on demographic shifts within industries from 1970 to 1980.
The authors characterize this as an increase in the proportion of yaedld spoadly

across all industries. | interpret the values they report differently. My interpretation is that
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young workers entered industries that use low skill workers more intensively. The total
increase in the proportion of young workers across allsinegis was 0.03. Industries

such as construction, mining, retail trade, and personal services saw increases twice as
large, while industries such as public administration, finance, investment, real estate,
professional services saw no increase at all.

Berger (1989) contributes to the discussion on cohort size effects by incorporating
position in the demographic cycle. That is, the cohort that precedes a larger cohort may
be differently affected than one of equal size that follows the large cohort. UBfg C
data from 1964 to 1984 and a quadratic in experience model of wages, the author finds
that large adjacent cohorts have a negative effect on starting wages but cause steeper
experiencavage profiles, which can be attributed to greater human capitatimeets.

The implied experience wage profiles show that theppiak cohort does especially well
late in their careers.

The cohort size literature discussed above will inform several of my
methodological decisions, including data source selection and spefication. The
CPS is the standard dataset used in this literature for good reason. The models require a
large dataset with wages and employment, along with a variety of controls. Of the
publicly available datasets fitting that description, the CRBei®nly one covering the
necessary period and at a high frequency. Based on the literature, the appropriate
functional form has relative wages as the dependent variable and relative labor quantities

as the key regressor if we want to estimate substitityab
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Wage Effects of Computers Literature

Given the time periodovered in the literature discussed above, we might expect
the adoption of computers to be important to labor market changes, and consequently to
come up frequently in published work. In practice, computerization was difficult to
incorporate into empiridavork due to datainavailability. Typically, technology took the
form of a parameter in the production function that may or may not drift over time, if it
was identified at all. In some cases, computers could enter the production function as
physical cagal or R&D spending, but the first attempt to obtain wage effects for
individual workers was only possibédterthe CPS added computer use at work as a
variablein 1984
Krueger and Criticisms

Krueger (1993) is the earliest exampfeestimating the effect of computer use at
work on wagesbut is limited by the data available at the time. The author uses a binary
indicator of computer use and is limited to a regression with pooled cross sections of the
October 1984 and 1989 CPS. Latark including DiNardo and Pischke (1997) show
that a similar methodology leads to sizable estimates of wage premia for the use of
pencils, calculators, and other office supplies. Most plausibly, more productive workers
were the first to receive computes® selection on unobservables led to upward bias in
the estimate, with available control variables being inadequate as proxies. Later work
suchasAutor, Katz, and Krueger (199 &uppors the existenceof wage premia for

computer users, though how to estimate the premium remained disputed.
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The problems with the empirical methods above stem from two underlying issues.
First, marketsvereout of equilibrium in the sense that employ&esebringing
compuers into the workplace without knowing which workersuld see the highest
productivity gains. Determining and accounting for the selection method emplogéss us
certainly difficult and may not be feasible with available data. This problem should
resole itself over time. Currently almost all workers use a computer for work in some
way and employers better know who gets productivity gains. Second, the coarseness of
the data is limiting. We observe only whether a worker uses a computer or does not use a
computer. In practice there is major variation in how much workers with computers use
them. This problem can also be overcome with methods | discuss later in this chapter.
Later Work

Pabilonia and Zoghi (2005) marks a shift in therliture in part by reorienting the
focus from computer use to computer skills and in part through improved identification
techniques. Using matched emplogenployee panel data from Canada and
instrumenting for computer use with an indicator for recemgés in the workplace, the
authors find that the direct effect of using a computer in any form on the job was small,
but the effect of having experience with computers was moderate, which the authors
interpret as a skill premium. The shift in focus fronmgater use to computer skills was
partly due to theoretical considerations, but also by shifts in the labor market. Computers
became less devices assigned $pecificworkers and more ubiquitous fixtures of

workplaces in which most workers had ac¢cbss used computers to varying degrees.
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Anotherlater example, less subject to the problems mentioned above, comes from
Dickerson and Green (20G4)n which the authors use a British survey dataset and find
that workers that used computers received gewaemium between 1997 and 2001,
usually of between 10% and 20%. Their work is framed in the context of computer skills,
though the underlying data is drawn from a question about the importance of the activity
of using computers, rather than directlyasgi about t he workerés ski
estimating educatieexperience groups separately, they use a quadratic in experience
and dummy variables for education as controls. Another relevant finding is sizable
differences in computer use within occupatiofisis is partially attributable to having
coarsely defined occupations, with only 9 major occupational categories. This highlights
the need for detailed occupation codes in the analysis.

Task-basedL iterature

The taskbased literature contains a framework for analy#imgnany types of
labor that workers perfornthis framework has influenced the literature on biased
technical change, and shifted the discussion away from a productivity trend for skilled
workersand towards a productivity trend for tasks that require skill. Incidentabéyet
are currently no examplés this frameworkthat include computers as a type of task, and
this framework is substantially different from approaching computers as phyegoital c
or in terms of a skill that some workers halvelaborate on the argument for a computer

task category in chapter 4.

2This was written contemporaneously with Pabilonia and Zoghi (2005), but had a shorter
publication lag.
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Theoretical Framework
The taskbased literature stems from Gibbons and Waldman (2002), though the
premise ignuch older. The authors here argue for a model of human capital that is
specific to the tasks a worker does but portable from job to job. Essentially, a job is a
bundle of tasks. This fact has many implications for our ability to disaggregate labor,
wagesand human capital. A task has a marginal productivity and the component of
wages derived from each task can be estimated, so long as we have data on task
guantities.
Empirical Framework
The following literatureestablishes how to categorize and measure tasks, and in
some cases how to estimate shadow prices for tasks based on their marginal productivity.
An important property of this framework is that tasks are features of the job, not the
worker, in contrast toksi | | s . I f we know a workerds occu
indication of the tasks a worker does, though we could miss some variation between
workers within an occupation. In a sense, what this approach does is take a high
dimensional space of occupationglgmmoject it onto a smatlimensional space of tasks,
so we have a few types of labor and we can compare workers in different occupations.
Perhaps the broadest discussion of this framework is found in Acemoglu and
Autor (2011), who examine changes in th&. wage structure since the riiI60s using
a variety of datasets, and comparing workers based on education, experience, gender, and
occupation class. The authors describe the standard schemes for categorizing tasks. In the
standard approach, tasks anetad into routine and neroutine, or into analytic (or

16



abstract), manual, and communication (or interactive). When the schemes are combined,
communication is generally considered frontine, leading to a suite of five task

categories. The paper goestordiscuss differences in wage growth by education and
experience group, but for my purposes the most relevant subjects they discuss are their
canonical model of wages, based on a nested constant elasticity of substitution (CES)
production function, and #ir methods of measuring taskmpirically. Their general

finding is that wages in occupations intensive in-nmutine analytic taskhave risen
dramatically, while wages in occupatgintensive in routine tasks have stagnated, with
analogous findings faemployment growth.

The nested CEBas beerm valuable tool in specifying wage equasoand |
discuss the model in detail achapter 5 when | estimate shadow prices in a hedonic
model of wagesThe basic idea is that the labor input within the stah@&S production
function is itself a CES whose inputs are types of labor, and those labor inputs may also
be in the form of a CES production function of increasingly specific types of labor. This
has been applied elsewhere, such as Goldin and Katz (208dgh not always by name.
Ottaviano and Peri (2012) discusses how to specify the nesting structure and how to
compare alternative nesting structures. The nesting structure informs us of which worker
types should be compared in regressions modelinguelathges.

The empirical approach to task quantities detailed in Acemoglu and Autor (2011)
makes use of the Occupational Information Network (O*NET). The O*NET dataset is
widely used and important in the talssed literature, and | describe it in moreadén
chapter 4. The basic premise is that for each task category, several variables from the

17



O*NET dataset are selected and combined into a single variable rating each task. The
properties of this new variable depend on the construction method.

Acemogl and Autor (2011) construct task variables by standardizing the O*NET
variables, summing them within categories, and standardizing the sum to have a mean of
zero and standard deviation of one. This method yields an intuitive rating for the intensity
of tasks within occupations, but is not a task quantity that we should be comfortable
aggregatingsince by construction it sumstover the populationWhere an aggregate is
required, this method can be extended by identifying occupations that are higlslydfocu
on one task and summing the number of workers in those occupations, as shown in Autor
and Dorn (2008), Autor and Dorn (2009) and Autor and Dorn (2013) in which the authors
examine the rise in the share of low skill service sector jobs, termed theershére of
labor. We should expect this extension to work best when there are few task categories.
Tasks often performed at low intensity will not be fully captured by this medince
occupations are sorted based on their most intensive task

While the method of aggregation above is the most used, one alternative is
applied in Peri and Sparber (2009). The authors look for evidence that an increase in
immigration within states leads low skill native workers to increasingly specialize in
communication tsks while immigrants specialize in manual tasks. They use O*NET and
decennial census data over the period 1960 to 2000, but to aggregate tasks across workers
they suppose a distribution of task quantities for the population and match percentiles in
the OMNET data to that distribution. This method is more able to cope with more task

categories and captures more of the tasks being performed at low intensity. The downside
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is the need to assuntiee distributionof tasks in the population, and theory givedditt
guidance on what the distribution of tasks in the population should be, apart from
bounded below bytand above by some finite numb&he authors go on to estimate
taskspecific wages via a hedonic model on individual workers. Based on changes in
taskspecific wages and the quantities of each task performed by natives and immigrants,
the authors find that natives adjust to increased immigration by switching to
communications tasks, and consequently the total effect on wages for low skill natives
was moe@st.
Applications

More generally, the taskased framework has been used in the literature on
inequality and often in the literature on immigration. For examples of empirical work, see
Goos et al (2009), and i@6 (2010) on offshorabilityPeri and Sparber (2009), and Haas
Lucht and Schanne (2013) on immigration, Black and Spérmer (2010) on the gender
pay gap, and Firpo, Fortin, and Lemeuix (2011) and Scotese (2012) for a more general
treatment. An important branch of the literature discusses how and why productivity
trends differ by tasKi.e., taskbiased technical changéycluding Autor, Levy, and
Murnane (2003)We can describbiased technical change among taska similar
framework to skillbiased technical change, as seen in Aderand Gustavsson (2015),
who find different trends in productivity for the tasks workers perform.

In fact, Adermon and Gustavsson (2015) is part of a generalrtrenithg away
from the original formulation of skibiased technical change as an effect on high skill

workers and towasda view of biased technical change as affecting nonroutine tasks that
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high skill workers perform disproportionally. See Béhm (2020) for further discussion of
this shift, and an alternative empirical approach to pricing task labor inputs.

Empirical workin the taskbased framewortends to involve heavily processing
what raw data is availahleoamajor takeaway from the taddased literature is which
data sources to use and homworder to avoid the problems of branching patfsr
analyzing the United States workforce, O*NET is the clear frontrunner, despite its
limitations. The literature o#rs much guidance on variable selection and construction
using O*NET dataA second valuable takeaway is how to categorize workers into groups
when estimating wage effects. The literature suggests a nesting structure of education
taskexperience, as stat@dHaas, Lucht, and Schanne (2013). This means that | can
estimate tasispecific wages within educatieexperience groups and compare relative
task wages and relative task labor quantities within experience groups while keeping to a
simple linearizable gression model. Detailed rationale for the regression specification is
in chapter 5.

The taskbased literature is less clear about whether and how to organize the data
geographically. Peri and Sparber (2009) aggregates labor quantities within states. Most
other research is focused on national trends, making geographic differences less relevant.
A key benefit of obtaining state or local level aggregates is the increased identifying

variation of a panel dataset, which is especially important if we suspaci@@rs can

3Sometimes called forking paths or researcher degrees of freedom, this problem occurs
when there are a large number of seemingly arbitrary choices regarding data
transformations, model specificatiqrec.
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vary over time. Additionally, geographic variation is plausibly large, and is of interest for
purposes other than my own.
Absent from the literature is a discussion of work done with computers in-a task
based framework. There are occasionahtions of computers in the theory sections of
papers as a form of capital that can substitute for tasks, as in Acemoglu and Autor (2011)
and Autor, Levy and Murnane (2003), or as a binary control variable in some
specifications, as in Peri and SparbelO@0 Scotese (2012) skirts the issue by
comparing trends in occupations whose tasks could plausibly be replaced by computers
with occupations whose tasks could not plausibly be replageomputers, by the
aut hor6s assessment .ecbHhnpudntasksareatedastatagk | it er a
category, although there are relevant variables in the O*NET dataset. | give arguments
for why this is a viable approach and solves some problems with measuring computer use
in chapter 4.
A final methodological issue ldve yet to mention is the use of hedonic
modelling. This is applied in the tadlased literature and elsewhere and on the surface is
simple. Wages are determined by the features of the job (or worker), which in this case
are the task quantities thattherwk er pr ovi des, based on the w
and Sparber (2009) do this to calculate tsyg&cific wages for native and immigrant
workers. Firpo, Fortin, and Lemieux (2011) implicitly work in a hedonic framework,
though they use an unusual suitéask categories and are ultimately focused on
decomposing changes in the wage structure, rather than directly claiming to find task
specific wages. They use CPS and O*NET data to argue that changes in task composition
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had a large impact on within occujmet wage structure. Notable is that the wage effects
are in rare cases negative.

To understand this result, we should recall that once wages are decomposed, some
of the usual assumptions no longer hold. Specifically, if labor is undifferentiated,
employes can prevent workers from overcrowding by having superfluous workers stay
home, so marginal product cannot fall below zero. When workers provide bundles of
tasks, employers may end up with excess labor in some tasks because the marginal
worker has positie productivity even if one of the tasks that worker performs does not.
In some cases, a task may also be treated as an amenity, or performing a task may involve
learning on the job such that productivity rises in later time periods and current
productivity below zero is rational. Any of these cases should be the exception rather
than the rule if tasks are categorized properly, but Firpo, Fortin, and Lemieux (2011)
shows that we should not be surprised by the occasional appearance of negative wage
effects br tasks.

Summary

Over the past four or five decades, wages for skilled workers increased
disproportionately. Much of this trend appears to be related to technplaggibly
driven by the computerization of the workfortetially, the productivity trend seemed
to affect workers based directly on their skill level, but more recent work suggests that
some taskbenefitted more than others and the fact that the trend benefitted skilled

workers was in a sense coincidental.
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Omissions

The key gaps in the literature are several. We lack a continuous measure of
computer usage at the individual level. We have not resolved ambiguity about how
computers complement and substitute for various types of labetaborate, if
computes substitute for routine tasks and complement nonroutine tasks, is this at the
individual worker level or in the aggregate? Have routine tasks been shifted between
occupations in response to computerization? Has the introductiomgiuters changed
how well experienced and inexperienced workers substitute for one another? Do we have
reason to expect the substitutability between worker groups should remain constant over
time, as frequently assumed for the purpose of identificatioeZdgults in chapters 3 to
6 will shed light on these questions.
Contributions

In terms of what this dissertation adds that the prior literature is lacking, there are
two main contributions. The first is a more comprehensive measutarhtasks. In
addition toaddingcomputers as a task categdradd toprevious workby providing a
method in whichasks ina broad suite areggregableEarlier methodsould calculate a
Aroutine share of | abor 0 anmggregateguantiiiesfores f or
many tasksThe second is a clearer estimate of bias in technical change. Once tasks are
measured and priced, estimating trends and testing differences in them will reveal

whether productivity gains are higher for particulaksasr particular groups of workers.
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CHAPTERIII

EARLY FINDINGS REVISITED

In this chapterl revisit part of the cohort size literatui@show how the general
approach should extend to a tdsdsed framework, whileidentify omissions from the
literature that can be addresselaenlabor quantities have beeéecomposed into tasks
Thecohort sizditerature traces back largely to a few paperthe late 1970s. One of the
foundational papers in this literature is Freeman (1979), which examines the effect of
relative cohort size on wages at a time when the leading edge of the baby boom was
entering the labor market. Freeman found that colmetlead a substantial impact on
relative wages. His results implied an elasticity of substitutiéhfof college graduates
and higher for workers with only a high school degBsow, | replicate this result for
the period Freeman considered using ndata and restimate the model on later time
periods up to 2017 to check the stability of the relationship.

As a little background, two factors make the decades following the 1960s
amenable to the study of the effects of cohort size in theetlSitates. First, immigration
policy at the time was relatively restrictive, reducing endogeneity concerns. Second, the
large increase in birth rates through the 1950s led to unusually high variation in cohort
sizes for the next few decades. This candemsnTablel andin Figure2. Generally
relative cohort sizes were much more stable in the periods after the baby boomers entered

late working age. All else equal, this increased variation shroalkestimates more
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Figure2. Relative Cohort Sizes

Tablel. Relative Cohort Sizes ov@&ime

20-24 2534 3544 4554 55-64
1965 0.118 0.211 0.230 0.205 0.155
1975 0.146** 0.243* 0.182 0.187 0.146
1985 0.142 0.284** 0.212* 0.148 0.142
1995 0.114 0.256 0.259** 0.184* 0.121
2005 0.114 0.215 0.231 0.222** 0.154*
2015 0.113 0.218 0.199 0.210 0.196**
Notes:Fraction of male workers ages-868. *Early Boomers (1950) in cohort,
**Peak Boomers (1955) in cohort, data from March CPS

precise, though other factors specific to this period such as the draft may complicate the
analysis. These and other factors are discussed in a series of essaysi/ Risterlin
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in the 1950s and 1960s. Empirical work on the subject was scant until FrEE@8n
and Welch 1979 looked at the effect of cohort sizes on wages, at a time when the leading
cohort of baby boomers could be observed entering the labor market. These paper
spawned a substantial literature on cohort size that impioostddn terms of model
specification and data quality.

These | ater papers el aborated on Fr eema
variety of labor market outcomes and particulatigstimates of the agearnings profile.
These include Berger (1989), which demonstrated theriaapee of adjacent cohort
sizes, and Bloom, Freeman, and Korenman (1988), which demonstrated that much of the
effect on wages was due to changes in unemployment. In general, attention shifted from
relative cohort size to own and adjacent cohort sizes andhey influenced, for
example, returns to education. In that sense, the work was absorbed into other literatures
and after the 1990s was rarely a primary topic. Later work in the literature also struggled
with efforts to separately identify supply andrnd shifts caused by cohort sizes and
did not reach a consensus on how to do so empirically.

Whil e these offered valuable new insigh
benefit that has received less attention. Fregfh@n9 estimateshe elasticity of
substitution (or complementarity), allowing a look at how older and younger workers
differ as inputs into a production functioms well as a trend in labor demakidth his
approachwe can ignore issues such as the functional form of theagengs profile.

This substitutability interpretation wa
especialy useful in determining how and why outcomes change and sidesteps much of
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the complexity in modelling other outcomes. In the literature, there is a strong tendency
to treat job attributes as given and explain productivity differences based on worker
charateristics. This story is incomplete if changes in substitutability arise from changes
in the production function as firms adapt to demographic and technological shifts.

Below, | replicate the results in Freem@®79 using microdata and estimate the
modelon a longesampleperiod. Freeman draws from several sources, most of which are
based on Current Population Survey results. This leaves the degree to which results are
sensitive to sample restrictions, the choice of age brackets, and the years fatatdnich
were available unclear. Freeman consequently estimates different models on different
time periods due to data limitations, and their results may or may not be comparable.

Theory

Whiletheideda hat a wor ker 6s productivity, hen
capital is accumulated through work experience is obvious, less obvious is that the
wor kerds productivity should change in res
workers. If we thinkof workers as offering differentiable labor inputs, this makes sense.
Some groups of workers offer more scarce or plentiful types of labor. To oversimplify a
little, we may think of young workers providing low skill, physically intensive labor and
old workers providing high skill, low physicality labor, with middle aged workers
providing a degree of both. The ability to replace brute strength with expertise is limited.
It may also be the case the older and younger workers are not equally substitutable for

capital inputs, though data limitations make this more difficult to see in practice.
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The concept of substitutability and the methods of measurargutell-known
but bear elaboration in this context. Inputs are substitutable if when one input is reduced
output can be maintained at a constant level by increasing another input. If the amount of
the second input needed is a constant multiple of the reduction in the first input, those
inputs are perfect substitutes. Note that the multiple need not be amended two
packets of Sweet & Low to replace one packet of Equal, they are still perfect substitutes.
If the amount of the second input needed rises the more the first input is reduced, they are
imperfect substitutes.

Figure3 givesan illustration of the substitutability between inputs in the form of
isoquants. Each line represents a fixed level of output and contains all the combination
of two labor types that could produce them. Generally, we expect them to be curved
inwards as seen here. If the isoquant is perfectly straighphts are prefect
substitutes. If the isoquant forms a right angle, the inputs are perfect compleniesits. W
point on the isoquant is actually used in production generally depends on the prices of the
inputs if we are thinking in a micro framework where this is the production function of a
price taking firm. In other contexts, we may need to think of priseglpisting to
relatively fixed quantities. In either case, the slope of the isoquant indicates the relative
marginal productivities of the workers. If type 2 is abundant, type 1 is relatively more

productive, as indicated by the steeper slope.
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Figure3. Isoquants, CES Production Function

In the context of labor, it is helpful to think of each worker as having a set of
abilities that can change over time. If all these abilities rose and fell at the same rate over
eachwor ker 6s | i fetime, workers of different
fixed number of young workers could always replace a fixed number of older workers
and we could normalize labor input measurements fdt &jece it is not plausible that
wor kerds physical and ment al abilities cha

expect that older and younger workers be imperfect substitutes. That is, older and

“For a somewhat impolite example, consider daiwso. A dairy cowo6s mil
rises over her lifetime, but cows of all ages are perfect substitutes. Human examples
where workers produce an undifferentiated outputhaachange careers, and do not
collaborate are hard to come by.
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younger workers will specialize in different tasks, and as younger workershiyipatly
become scar¢elder workers will be used for tasks for which they are less specialized,
requiring more of them to do the same work.

Workers of different ages differ in several ways, some of which are easier to
observe than others. Older workeéend to be paid higher wages. The usual argument is
that their wages reflect higher human capital accumulated through job experience. The
degree to which this is the case varies by group. For more educated workers, the wage
increase is large, while forarkers with less than a foyrear degree the difference is
modest. This is generally interpreted as more educated workers having higher returns to
experience. There are other situations in which higher wages for older workers arise from
strategic behaviarather than productivity differences, but these mostly require what we
would now consider age discrimination to work, and are implausible following legal
prohibitions introduced in the 1970s and 1980s.

If the usual assumptions about competitive markedspanfect information hold,
wages reflect margingroductivity,and we can interpret the wage ratio of older and
younger workers as the marginal rate of technical substitution (MRTS) between them as
inputs. This is effectively the variable the modeldlwiescribe. Further interpretation in
terms of elasticities of substitution depend on assumptions about the production function.
We should expect the MRTS to fall as the reference input becomes more common. That

is, as younger workers become more prevaleshould take fewer older workers to

This assumption eebe relaxed somewhat, as discussed later
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match the output of each younger worker. Deviations from this should be surprising, and
subject to careful interpretation. An input becoming relatively more productive as it
becomes relatively more common is atypica

A natural way to characterize the relationship between older and younger workers
as inputs for production is using the elasticity of substitution. If there were fewer young
workers, more older workers would be necessary to maintain a given levepof. diit
younger workers are group 1 and older workers are group 2, to express this in

percentages, we use the formula

Caz=dIn(x2/x2)/dIN(MRTS2)

Equationl

which is conveniently in terms of variables we can find in publicly available datasets.
Our need to estimate this will guide our model selection. We prefdithas a constant,
but one that depends on the data, as opposed to theDoigtas case in wbh it is

always one. Note thak2 need not necessarily be a constant. Treating it as a constant is
typically based on the assumption that the production function has a particular form,
though it may be possible to estimate some kind of average to make it constant

within some subsapte.

Note also that whether the elasticity of substitution is measurable in the data
depends on labor mobility. If labor moves freely, the proportion of workers in a given age
bracket is endogenous as workers go to the area with the best wages. Theal&bor
must be defined such that workers are not migrating. As noted elsewhere, this means that
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relative cohort sizes should become relevant in the United States after immigration
became heavily restricted in the2€entury. This line of reasoning alsapports
aggregating at the national level as Freeman does in his models.

From the reasoning above, the elasticity of substitution between older and
younger workers should be higher for workers in fields where experience is a major
factor in productivity.The easiest test case is to compare workers by education group.
We should also expect the elasticity to be higher between more distant age groups. This
leaves us with two sets of hypotheses to test.

Model

In practice, what we can observe are wages and some worker characteristics.
Consequently, the equation we can establish empirically is a labor demand equation.
Freeman and others assume inelastic labor supply in arguing that the linear model
estimateshe labor demand equation. Going from the demand equation to a claim about
substitutability between inputs requires further assumptions. The benchmark case used in
Freeman (1979) and elsewhere is a constant elasticity of substitution (CES) production
function.

If we assert that aggregate output is
1/

Q = F(al? +(1-a)l3)

Equation2
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wherel; andl; are the number of workers in different age brackets,total factor
productivity, anda is relative productivity. Thelasticity of substitution between labor

inputsisi = -}1)It ¢ad also be shown that in equilibrium,

MP/MP; = (a/(1-a))(1/l2)' ™.

Equation3

With some minor rearranging, this yields the conversgectification

In(wa)- In(wa) = In(@/(L-a))-( 1 /1r(13)-n(2))-v,

Equation4

wherew; andw. are wages andis whatever deviation relative wages have from relative
productivity. If we wish, we can eliminate the constant term by taking differences, or if
we suspect it varies ovéme, we can think of them as relative productiiemand)
shocks. The advantage of the CES framework here is that elasticity is a constant, but the
model allows parameters for total factor productivity, relative productivity, and returns to
scale to change. The most obvious concern istiinady vary over timand thaty may
be correlated with labor shares.

Freeman briefly discusses the strengths and weaknesses of this specification. The
primary benefit is that the elasticity of substitution can be estimated in a linear framework
with available data. Notabl@nitations are that we require thabe unrelated to other

factors, especially capital intensity and labor in other age brackets.
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The decision to estimate the model on time series data effectively trades power in
some statistical tests orderto solvethe problem of workers migrating endogenously. At
the national level, for the time period in question, migration can be ignored. This is a key
point argued in early work by Easterlin (1978). Aggregating at a subnational level would
force endogenous migrah to be addressed by some more complicated method. The
downsides are that estimates are based on far fewer observatidhatpadameters
must be assumed constant over at least some time period. In principle, it should be
possible to test the CH&sedspecification by including other cohort sizes and other
transformations of own cohort size. In practice, these tests are low power both due to
small sample sizes and to partial collinearity between the variables increasing the
standard errors.

We may ale wish to consider other forms of endogeneity that may or may not be
solved using time series data. Wages are an imperfect measure of marginal productivity
in several ways. Older workers may receive alternative compensation in the form of
health care beni$ to a greater degree than younger workers. Suppose the true MRTS is

given bywi/(w2+h), where h is the additional compensation for older workers. Then

In(wi/(wot+h)) = In(wa/wa)+ In(wa/(Wath)).

Equation5

We can subtract the second term from both sides of the regression equation and think of
this as an omitted variable. In that case, we need to be concerned if the proportion of
wages to total compensation for older workers is correlated with the propwirttoter
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workers in the population. It will almost certainly be the case that these are correlated
over time, if for no other reason than that they have both risen in the previous decade. If
the trend is linear, this will be captured by the time trendhadrend should be included.
Similar arguments could be made for other deviations of wages from marginal
productivity, such as deferred compensation, though in many cases the notation becomes
complicated. Freeman implicitly makes this case when arguimaldbor market
condition proxy. Additional proxies may also have been appropriate.

While the CES model is helpful in specifying the equation we wish to estimate in
terms of how the variables should be transformed, it is less informative as to which
contol variables should be included. Freeman expresses concern that business cycles
affect workers differently depending on their age brackets, such as older workers being
less likely to experience layoffs in a downturn. This concern is well supported,adlypeci
early in the period when strict seniority rules were more common. To deal with this,
Freeman uses detrended GNP to control for the current phase of the business cycle. Thus,

the full equation Freeman estimates is

In(wy)- In(w2) & BEN(L)-In(ly) ) (et Bt + O .

Equation6

Freeman definels andw. using workers ages 45 to 54, which are typically the peak
earning years. Fdi andw: he uses workers 25 to 34 and 20 to 24 in separate regressions.
If our specification is correct, a 1% increase in the number of workers in the lower age
bracket relative to the number of workers in the higher age bracket will induce a decrease

35



in wages ob; = -( 1 / fo)tHé younger workers relative to the older workers. Keeping
in the framework of CES production, +1,B0 0 indicates linear productiof,
indicates CobiDouglas, and the Leontief production function is at negative infinity.
Whetherb, is above or belowl will indicate whether the goods are gross complements
or gross substitutes.
Data

Theprincipalsource of data is the Current Population Survey conducted by the
US Census Bureau on behalf of the Bureau of Labor Statistics. Though conducted each
month, the March supplement (ASEC) focuses on the economic variables most relevant
here. Microdata for th®arch CPS is available from 1962 onwards, with data summaries
available for earlier years. This is the most often used dataset in the cohort size literature.
The advantages of the CPS are its large sample sizes and its wide selection of variables.
Since he survey targets a number of households each year, the number of individual
observations rises and falls along with average household sizes but tends to be between
150 and 200 thousand a year. The limitations of the CPS are the measurement error to be
expected from seffeported data, the changes in data collection practices over time, the
paucity of a personal history variables.

At the time, Freeman would have had access to some microdata on magnetic tape,
but frequently used results from data summasaéser than the microdata. This allowed
him to include results for years as early as 1947 but limited his analysis in other ways. In
particular, he is unable to freely set age brackets and some sample restrictions are
difficult to discern. He also imputeslues for both dependent and independent variables
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in some years when data were unavailable. The replication will be based entirely on the
available microdata, and consequently starts in A 3&hce Freeman already changes
sample periods from model tooatel based on data availability, modest shifts in the
sample period are not a major concern for the fidelity of the replication.

The income data in the CPS has a complicated history that requires discussion.
Income is recorded at both the household adivitual level and is broken into
categories including wages and business income. For examinations of labor demand,
using nonfarm wage income is a common approach, and | follow Freeman in using it.
This means that we exclude income for the-egiployed ad farmers. Additionally, for
early years in the sample period values for the wage variable include unflagged
imputations. While not explicitly stated in Freeman (1979), based on conversations
mentioned in Welch (1979), Freeman addresses this by excluosegvations with
flagged imputations at the household level.

There are two further issues with the wage data in the March CPS. First, it is
subject to changing top codes over the years, from as low as $50,000 in the 1970s to as
high as $200,000 in 1995. From 1996 onwards, the March CPS uses a variety of
complicatedmnethods to anonymize observations with high incomes, including imputing
the mean of wages above the top code and switching the wage values of high earners
using a matching system. In many cases, this can be ignored, but we should be aware that

the top codeshould have a larger effect on mean wage estimates for workers in higher

®The survey was conducted in 1962, but the data is over the previous year
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age brackets. When examining relative wages as Freeman does, this would lead to an
upwards bias in our estimates that is larger for years with a lower top code. Second, the
CPS underent a redesign in 1994 in which the wage and employment questions were
changed to reduce measurement error. The attempt seems to have been successful, so we
should be wary of differing measurement error before and after 1994 and check for
structural break around that time.

The wage data in the March CPS is annualized, but it is arguably better to use
hourly or weekly wages in some specifications, as Freeman sometimes does. Since the
March CPS also reports usual hours worked per week and weeks workegast year,
we can impute these values. Doing so may exacerbate measurement error. Another issue
is that usual hours worked was not included before 1982, and prior to 1976 weeks worked
was reported only up to an interval. Where necessary, these vauegated as the
midpoint of the interval.

The other key variable is more straightforward. The CPS includes age at the time
the survey was taken. Since wages are reported for the previous year, we subtract one
from the age reported in the CPS. In prihejphere is some degree of measurement error
here, but sorting workers into multiyear brackets should reduce this. Freeman tries
several approaches to selecting age brackets, with his key model usingtth&4year
old bracket and the 250 34 yearold bracket. The ratio of men in these brackets is the
main explanatory variable. Later work in the literature favored using experience brackets

rather than age.
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Tablel reports relative cohort sizes for the male workforce since 1965. We can
see a few trends over time. The current age distribwgiorore uniform than in the early
periods. We can also see teby boom pass through the age brackets, ballooning cohort
sizes by as much as 35% in some cases. The generations that followed tended also to be
large, but the relative cohort sizes are much more stable. Note the sizes of cohorts two
brackets behind thespk.

Freeman uses a few other variables in the CPS to restrict the samples he uses to
estimate his models. As the degree of substitutability between workers differs by
education level, Freeman does estimation on high school and college graduates
separatgl. The CPS provides detailed data on education levels, but some caution is
needed as prior to 1992 the education variable did not distinguish between spending 4+
years in college and receiving a bachel oré
educatondt a in the 1963 Yqradceg, ditpladma thmdl aa
Following Freeman, these observations are included as graduates, which seems
reasonable given that superseniority was much less common at the time. Freeman also
restricts some samgs to yearound fulktime workers. Which variables were used to do
this are unstated, as Freeman draws values for some years from summaries of CPS data in
Current Population Repor(€PR) Here, | use the FULLPART variable, used to indicate
full-time or @rttime work status. Using the interval weeks worked variable is also
possible.

In addition to the variables obtained in the CPS, Freeman uses detrended log GNP
(residuals around a time trend estimated by OLS) as a control variable. He does not
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mention he source of GNP data, but it can be easily obtained through FRED or directly
from the BEA. A greater concern is that while a linear trend may be a sensible
approximation in the period Freeman considered, it is less appropriate for a longer
interval. Detr@ding from a linear approximation of GNP from 1961 to 2017 will give
negative values at the beginning and end of the period and positive values in the middle,
in no way capturing periods of recession and growth as intended. | use separate linear
detrendingor the pre and postl975 period in an effort to maintain comparability.

Figure4 showsthe natural log of GNP for the early years of the sample. Here, the
linear trend is a good fit, although the residuals show a clear pattern. Our goal is not
white noise errors, but this measure suggests that 1969 to 1976 were all weak years.
Longer time griods increase the degree of the problem. Other work tends to use
unemployment rates to capture business cycle effects. As an alternative, the cyclical
component of log GNP derived from a Hodriekescott filter is show below. This
method is far less sditige to the time period of the sample and shows more plausible
variation over time.

Assessment

When replicating a result, carefully defining the criteria for success or failure in
advance is critical. | attempt both to replicateecrea n 6s r esul ts f or t he
examined and to estimate the model on an extended time period to see if the results
change. Because of data | imitations, we sh

estimates exactly in either case. Recall that maymfe e manés resul ts are
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Figure4. Detrended GNP

summaries in the Consumer Survey Reports and that the source of some of his variables
(e.g. GNP) were not clearly reported.

Freeman reports his key resultdable 4of his paperwhich contains coefficient
estimates from a regression on time series data from 1955 t& Y@&4re concerned
with the coefficient on the log ratio of workers in younger and older age braakete
a lesser extent with the time treriche other variables are controls, not of direct interest.

If older and younger workers are gross substitutes, in all cases the elasticity of

'Some models are estimated from 1947 to 1974, but these use different sample
restrictions on workers

41



substitution is greater than Thus, our first criterion is that the d¢beients remain
betweenl and O.

A second keyesultis that the coefficient for college graduates is of greater
magnitude than the coefficient for workers with only a high school degree. This is what
theory predicts and Freeman spends some time interpreting it. So, our second criterion is
thatbico< 18

A third key result is that the demographic shift is responsible for a large portion of
the total variation in relative wages. For the period Freeman considers, he finds roughly
half of the change in relative wages can be attributed to changes iwveretaiort size. In
the replication, t hi s sampleeribd Inlatér peiddgl hol d
relative cohort size may explain less of the variation in relative wages, but should account
for a similar proportion of the variance in the fittealues. Failure to meet any one of the
three criteria will indicate a failed replication attempt.

Assuming the coefficient values match, we need also to establish the statistical
significance of the results. Freeman reports standard errors but doestionmdaether
they are classic OLS or something more robust. He also estimates many coefficients, so
the fact that some are significant can be overinterpreted. Additionally, he cannot calculate
Durbin Watson statistics for his two key models. By usingXR& data directly in our
estimations and robust standard error estimates, these issues can be remedied. If the
results of our estimation meet the three criteria above but are not statistically significant,

this should be taken as a partial failure to cié.
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Anot her concern is that Freemands resul
arbitrary choice of age brackets. Freeman seems to base his choice of age brackets on
what the CPR and other sources used in their summaries rather than having-a theory
basedargument. With the CPS data available, we can shift age brackets a small amount
to test the sensitivity of the results. If moving the age brackets by a year or two leads to
| arge changes in the coefficient tseaeti mates
driven by some cohort specific effects rather than cohort size, which again would
represent a failed replication.

Results

The estimates for the key coefficient are reported in two tabédde 2 follows
Freemands model c | osl@7b period drdvsemita & ou IFtr £ eimra ntots
insofar as that the signs match andahsolute valuef the coefficient for college
graduates is larger than the coefficient for high school graduates. The results for the
youngest cohort of fulime workersarenoticeably different, thagh Fr eemands e s
may be imprecise. While not visible in the table, it should be noted that robust standard
errors for these coefficients are smaller than the classic OLS standard errors, so standard
errorsmay have been overstated. All told, thetfaad second criteria for replication are
satisfied, as all estimates are between O-&rathd college graduates have a more
negative coefficient. The third criterion is more debatable, but it appears that variation in
cohort size is still the primary dew of changes in predicted relative wages, rather than
the other independent variables, with youngest cohort as an exception. By the standards

above, the replication is successful.
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Table2. Elasticity of Complementarity Estimates, Basic Model

Basic Model Replication
Pre 1975 1975to 1996 to p-value D-W
Sample  Freeman 1996 2017 (=)
Full-time
-0.14** -0.13 -0.09 -0.13*
Workers, 0.86 1.10
o5 10 35 (0.04) (0.249) (0.05) (0.07)
E‘é‘;';ggar 051 | 030 | -004 | 021% | a7
Workers (0.28) (0.212) (0.09) (0.08)
High School
-0.07 -0.15 -0.20** 0.12**
Graduate 0.00 1.54
Workers (.11) (0.20) (0.04) (0.05)
Full-time
Workers, 20| -0.41** -0.49** -0.06 0.37
t0 24 (0.19) (0.15) (0.07) (0.24) 0.01 Lo
Notes: 5% significance, **1% significance. Replicated results were estimated join
interacting with a dummy variable for the post 1974 period. Standard errors are
heteroskedasticity robust. Lower critical value on DW is ~Qu@per critical value is
~1.95. The test is inconclusive in all cases.

Comparing the preand postl976 trends, the coefficients are statistically
significantly different for both high school and college graduates. Recall that baby
boomers bean entering the 25 to 34 age bracket in 1975 andrbtgenter the 45 to 54
age bracket in 1995. If the estimates are true, the elasticity of substitution between young
and old college graduates rose following the period Freeman examines while it went
downfor high school graduates. | should additionally point out that positive values
should be disquieting. Recall that the specification impglies€ 11)%bThis makes 0 a
vertical asymptote, and a positive coefficient is not possible in the CES framé&work.

now, | suppose the true coefficient is nonpositive when interpreting.
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Also worth mentioning is the value of the DurfMatson statistics. Freeman
finds values near 2 in most of his models, but estimating over a longer time period gives
results that mare strongly suggest either autocorrelated errors or some form of
endogeneity. The results suggest that ARMA type models should be explored. Estimates
using cohort bins shifted by one year in either direction did not yield statistically
significantly different results. Results are sensitive to the choice of detrending method of
GNP. This should not discredit the model, but is concerning and suggests that the model
would benefit from more robust controls for labor market conditions. Overall goodness of
fit,intermsofR?, i s similar to FreemanoTableesti mat es
considertwo adjustments to the model: labor market contanidaddressing
autocorrelation in the errars

Table3 shows elasticity estimates for the two extensions to the model in two
periods First, alternative labor market controls are added in the form of GNP and
unemployment, both detrended using alkitk-Prescott (HP) filter for annual data. This
yields insignificant results for both high school and college workers in both periods. The
values are not greatly changed, so this may indicate that earlier results were false
positives. The next model agaiises HP detrended labor market controls, and adds an
AR(1) term. Thismodelyields significant results in the pr&976 periodand for high
school only workergn the postl976 period. Note that the standard errors are similar to
the previous model, sagsificance is not driven by increased precisibhe elasticity for
college graduates is more negative than for high school graduatesearly period, and
the difference is not significant in the later peri@verall, this is weakly supportive of
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Table3. Elasticity of Complementarity Estimatdsxtended Model

wer e

Extended Model Replication

Basic H-P Detrending H-P Detrending, AR(1)
Sample Replication Pre'74 74 10°96 Pre'74 7410796
College -0.30 -0.29 -0.03 -0.77+* -0.04
(0.21) (0.22) (0.08) 0.22) (0.10
High -0.15 -.03 -0.02 -0.17+* -0.18**
School (0.20) (0.16) (0.05) (0.07) (0.06)

Notes: Replicated results were estimated jointly, interacting with a dummy variable
the post 1974 period. Standard errors are heteroskedasticity robust.

Conclusion

accur at

What we have seen in this chapter is that the relationship between relative wages

and relative labor quantities can reveal both the degree of substitutabilityearedative

level of productivity between types of workers. Estimating this relationsipipsisible

with existing data and techniquéskey limitation of the approach seen here is that labor

is not well differentiated in the data. Workers with college degrees do high skill work and

workers with a high school degree or less to low skill worke#lity, there are more

t han

t

W o

types of

type or types of labor a worker provides.

wo r k doasndt peafectly predicewhai s

educ

The remainder of this dissertation moves away from the concept of high skill and

low skill as types of labaand towards a framework in which labor is decomposed into
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tasks. Tasks are what workers do, while skill are something workers have. Different tasks
have their own taskpecific human capital. We can measure the quantity of tasks a
workerdoes separately for the skill the worker has at performing a task. Once | obtain
task quantities and shadow prices, we can analyze their relationship in a framework
similar to the one used in this chaptaut we will be able to distinguish changes in esg
across education groups within a task from changes in wages within education groups

across tasks.
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CHAPTERIV

WHO DOES WHAT? MEASURED TASK INTENSITY FROM 1980 TO 2015

In this chapter | make two extensions to prior findings in the lbasked literature.
First, | apply the measurement technique introduced in Peri and Sparber (2009) to a
broader suite of tasks. Their method has an advantage that has yet to be fullyaggapreci
in that the method allows for task quantities to be aggregated across workers and can be
applied to more than a few tasks at once. This aggregability allows for the estimation of
tasklabor demand curves and elasticities of price and substitutibaritibBnow have not
been viable to estimate for many task categories. Secornichducecomputers as a task
category.

The bulk of the chapter describes the construction of task quantity measures from
the raw data in the March Current Popigla Survey (CPS) and Occupational
Information Network (O*NET) datasets. | start with a discussion of the O*NET dataset
and potential data quality issues, then describe the process of merging the datasets. The
remainder of the chapter is an extended dsounsof how tasks are distributed within the
workforce and how the distribution of tasks has changed over the sample period. The
general finding is that, within educati@xperience groups, mean task intensities have
been roughly stable aside from compuéeks, which is somewhat surprising if computer
tasks substitute for routine tasks. If relative task intensities are stable within groups and

wages are a function of tasks, changing compensation for tasks must explain the changes
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wages between groupstapic | explore in chapter 5. | also document the tendency of
local labor markets to specialize into groupings of tasks e.g., many states will increase
mean intensity in communication, nonroutine analytic, and computer tasks while
decreasing manual taskemsity. Routine analytic tasks avert this trend with growth
largely unrelated to growth in other tasks.

Conceptually, | take the hundreds of occupations reported in the CPS and reduce
them to a set of a few interpretable task variables observableiatlividual worker
level. | measure six tasks simultaneously, including, for the first time, computer tasks.
The task measurements here are continuous at the worker level and, under conditions
explained below, permit aggregation across workers. | alloiatia@r in task intensity
within occupations over time, both by using O*NET data from multiple time periods and
accounting for changes in the composition of detailed occupations within census
occupation codes. The description of the distribution of tastkenithe workforce
produced here is consequently richer than in other available sources.

O*NET Database History and Mission

O*NET is a project founded in 1998 to replace the Dictionary of Occupational
Titles. Conducted by RTI International at the behest of the United States Department of
Labor, O* NET 6 s mi-wgdteanformat®n on occupatiomal i de u p
requirements tbielp workers make decisions about which occupations to enter. Note that
producing longitudinal or panel datasets i
Consequently, O*NET has historically not been averse to changing methodologies from
year to year in waythat can affect both the interpretation and statistical properties of the
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variables they record. The existing research that uses O*NET data almost uniformly
skirts this issue by applying one cross section of O*NET variablibe entire sample
period, whch is reasonable for short time periods or for tasks that do not substantially
change within occupations over time. Here, | make use of O*NET data from multiple
time periods, in what | believe is a useful extension to previous methods.
O*NET methodology

O* NETés taxonomy for occupations i s an
Classification (SOC) system with additional breakdowns for some occupations. Values
reported below are based on 882 SOC code occupations. The general fngthoflo
O*NET is to survey incumbents. A set of questionnaires goes out to businesses expected
to have workers in the selected occupations. Each questionnaire contains a set of
guestions on an area of O*NET6s wawknt ent mo
context, etc. Respondents are asked to rate the importance or level of job requirements or
job tasks, on a 1to 5 or 1 to 7 scale. Mean values within occupations are reported. In
some cases, these results are supplemented with input from occupaialgsts. Since
the first survey dataset was collected, about 100 occupations per year have been updated,
meaning a dataset for a given year is based on a mix of older and newer survey results. |
use O*NET dataset release versions 5.0, 13.0, 18.0, adda23he years 2000, 2005,
2010, and 2015 respectively.

Variable Selection

A brief discussion of the tadbkased framework is necessary to explain how

variables from O*NET should be selected. Each job entails a mix of some number of

50



tasks. Workers differ in the composition of tasks that they perform. We can think of
workers as providing labor that they apply to producing a mix of intermediate inputs,
tasks, that are then combined into a final output good or service. Tasks are ittyperfec
substitutable, so the marginal product of a worker doing a specific task depends on the
workerds skill at that task and on the agg
worker in question and other workers, potentially in different groups.

How to divide tasks into reasonable categories is well covered in the literature;
see Acemoglu and Autor (2011) for an extended review of the topic. There are two
commonly used schemes that may be combined. Tasks are sorted into routine-and non
routine categries or into analytic (abstract), manual, and interactive (communication).
When these are combined, interactive is typically treated asoubime, leading to a
framework of five categories. For each category of tasks, a set of several related variables
is selected and combined through one of a handful of methods covered in more detail
below. These methods have not been applied to computer tasks, however, and | will
explain shortly how the framework is applicable.

My selection of variables is based the methods in Acemoglu and Autor (2011)
and Peri and Sparber (2009). The O*NET variables for each task category are shown in
Table4. [ wi || refer to the | isted O*NET wvari
avoid confusion with the task measures | p
communicationtaskart her t han Acemoglu and Autor 6s (
the latter are focused on the question of offshoring and constructed their variable to be
sensitive to the need for fat@face interaction, which is less of a focus here.
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Table4. Variable Selection for Task Categories

Task Measure

O*NET Variables

Computer

Interacting with computers; Programming

Communication

Oral comprehension; Oral Expression;
Written Comprehension; Written Expressio

Routine Manual

Pacedetermined by speed of equipment;
Controlling machines and processes; Spen
time making repetitive motions

Nonroutine Manual

Operating vehicles, mechanized devices, o
equipment; Spend time using hands to han
control or feel objects, tools, controls;
Manual dexterity; Spatial orientation

Routine Analytic

Repeating the same tasks; Being exact or
accurate; Structured vs unstructured work

Nonroutine Analytic

Analyzing information; Thinking creatively;
Interpreting information for others

Alof t hese
5 . Faureb5 plots the year 2000 values of O*NET variables within eask tategory
against their values in 2015. Taken at face value, over that time many occupations have
seen substantial change in task intensity. The predominant trend is a broad increase in
reported task intensity for low intensity occupations. This paiserisible for all task
categories except for nonroutine manual. How much of this is real is questionable. The
result hinges largely on using the year 2000 as the base year. Comparing other years to
2015 shows occupations evenly scattered arounddedée line, though the fluctuations
are substantial. For most tasks, there is a noticeable but less pronouncedabkkp i
intensity for high intensity occupations, suggesting that some degree of measurement
error is causing strength of the relationship teratate. This is a potential issue, but the

methods used to convert these variables into task measures should reduce it.

guestions are of the
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Figure5. Within Occupation Changes in Task Intensity, 2000 to 2015

The other takeaway frofigure5 is that, within task categories, the changes in

values over time are in most cases strongly correlated. This is especially true for variables

in the communications category, in which changes have correlation coefficients between

0.45 and 0.81, while coragion coefficients are weaker for variables in the routine

manual category at between 0.09 and 0.25. In no case is the correlation between tasks

within a category negative and significant. In short, values within task categories move in

the same directianWhile not conclusive, this is supportive of the claim that these

variables are capturing features of the same types of tasks. Recall that prior work

combining these variables has used O*NET data from single time periods, so this finding
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is encouraging,isce | require a common method of combining variables in different time
periods.
The Case for a Computer Tasks Category

One of these task categories is not so well established as the others, so | take a
moment here to discuss how gouer tasks should be defined and interpreted. | must
establish both that computers are a valid task category and that we can measure computer
tasks empirically using the same general methods used for other tasks. Starting with the
latter, my computer tagkieasurement is based on two items on the O*NET surveys: rate
the importanceofi Wr i t i ng computer programs for wvar.i
computers and computer systems to program, write software, set up functions, enter data,
or pr oc e s sonascéleof Inma5t Tihesa ave sufficiently computer related and
similar in format to commonly used O*NET questions for empirical work.

To create a computer task index within the existing framework we need to
consider both what computers do and how they are used by typical workers. Computers
manipulate data using operations that have been unambiguously defined in a specialized
format. In hat sense, computers substitute for routine tasks, as argued in Autor, Levy,
and Murnane (2003). There, the authors approach computers as physical capital that
substitutes for routine tasks done by human workers, leading to decreased demand for the
low edwcation workers that tend to do routine tasks and higher demand for college
educated workers that tend to do nonroutine tasks. They acknowledge computer skills as

a type of human capital, but do not explore computers tasks as a distinct type of labor.
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Somreone must induce the computer to produce the desired output, and doing that
takes dedicated time and effort the same as other tasks. Workers must produce the
unambiguous instructions that the computer requires to operate. In that sense, computers
perform work that substitutes for routine tasks done by workers but requireontine
labor input to do so, and my definition of computer tasks encompasses the latter. While in
principle a routine category of computer tasks can be defined, in practice we should
expect computer tasks that are routine to be done by computers. That is, routine computer
tasks, once identified, are incorporated into software after a brief potential lag. This is
really all that software is. Consequently, in equilibrium there are nmeocomputer
tasks performed by human workers, keeping in mind that under the definition of
computer tasks used here typing and data entry are not included.

We might think of computer tasks as a second category of interactive or
communication tasks, wheteh e wor ker fi c o mmbumangrotttrelys 6 wi t h
intelligent device. My definition of computer tasks includes programming, but also other
activities such as organizing files, customizing settings, and actively using software. It
does not include pase uses of computers, where the user is watching or reading off the
screen. The task category definition in th
produces instructions a computer can use. o0
usedin the O*NET questionnaires.

Limitations of O*NET Data

| have alluded to the limitations of the O*NET dataset before, but before

continuing | will state a few explicitly. First, we cannot observe differences within
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occupations thare frequently of interest, such as by education, experience, or location.
This is probably not too serious. If an occupation had large task differences between
workers, we would typically not think of it as a single occupation. Occupations are
defined sub that their internal task compositions are mostly consistent across time,
location, and worker type. This is especially true when occupations are highly detailed, as
they are in O*NETG6s 1,000 plus detailed oc
Additionally, the usual case is that a firm decides on a position and what the position
requires, rather than finding an employee and setting job requirements to match, so job
requirements should generally not differ based on the type of worker that evefitsally
the position.

Other concerns include the difficulty of interpreting the-seforted values and
converting the many variables from O*NET into a small number of task variables. These
issues | address with methods drawn from Peri and Sparber @@0®) a lesser extent
Acemoglu and Autor (2011). A final issue is that changing methodology can lead to
changing statistical relationships between variables. A case in point is that early in the
sample periods, the #Aint ar d& dtei Mg rwigtr m mmo mm
variable mentioned above are questions on separate surveys, while late in the sample
period the Aprogrammingo variable is updat
the Ainteracting with ¢ o mpthstclapter,duteoaldbeab | e .

a minor concern in chapter 6.
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Current Population Survey Data

Looking at the O*NET datasets alone can only take us so far. We need to see the
changes in the occupational composition ofwloekforce in addition to shifts in task
intensity within occupations to get a clear view of how the distribution of tasks in the
workforce has changed in recent decades. To accomplish this, I link the task variables in
O*NET to workers in the March CPS. g&mtially, | take the high dimensionality census
occupation data in the CPS and reduce it tedar@nsional task intensity space.

The CPS is a representative survey of 60,000 U.S. households. | make use of the
March survey because it has additional goestrelated to employment and the job
market, though many of these variables are more relevant in later chapters. To increase
my sample size, | poolgear intervals as cross sections for the years 1980, 1985, 1990,
1995, 2000, 2005, 2010, and 2015. Tposling should also reduce the influence of
recession years on occupation counts. Since | need to sort workers into experience
groups, | restrict the sample to employed men, for whom potential experience is a better
proxy for actual job market experien@dter these restrictions, the sample discussed here
contains212561 observations with workers in 291 census occupations.

Merger Process and Task Measure Constructio:

Since the CPS uses census occupation codes rather than SOGaodes,
crosswalk is needed, preferably one that allows changing occupational composition over
time. To account for changing SOC occupational composition within the less detailed
census occupations, | use the American Community Survey (ACS) to produce a
croswalk. This is similar to the method used in Acemoglu and Autor (2011), though they
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use the Occupational Employment Statistics Survey for their labor supply weights. |
merge the O*NET datasets to the ACS for the same year by SOC code, then collapse to
censIs occupation codes.

Now that occupation counts are linked to task variables from O*NET, | apply the
method of constructing task quantities from Peri and Sparber (2009). Each task variable
is converted into a percentile based in the population, i.ey@weiin the highest rated
occupation for that year gets a 1, everyone in the lowest rated occupation gets a 0, and
everyone in the median occupation gets a 0.5. The mean value of variables within each
task category becomes the measured task quantityafioocbupation in that year.

Since the process described above can be difficult to picture, | will give an
example of the calculation. In the year 2015, accountants have scores of 3.75, 4, 3.88, and
3.75 for the O*NET variables Oral Comprehension, WriGemprehension, Oral
Expression, and Written Expressi@®lrné@spect
under the SOC taxonomy and fAi8000 under the
taxonomies have a ofie-one correspondence for this occupation, thREX values for
accountant are applied to any workeins | abe
the CPSIn cases where multiple SOC codatudnder one census coddakea mean
weighted by total workers in each of the SOC occupatased ontte ACS for that
year. The are 650,785 workers in the ACS sample for that year, and accountants are at
about the 48 percentile for Oral Comprehension. After converting to percentiles, the
rating for the four variables in the communications category are 0.4478, 0.9564, 0.6067,
and 0.8672. | take the mean of these four values and get a communications task quantity
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of 0.7195 for accountants in the year 20D&ferences in measured task quantity within
occupations over time come from changing values of the O*NET variables and changes
in occupation counts in the ACS.

What features the resulting task measure has deperadeanunderlying
conditions. Suppose each raw variable is the sum of the real task variable and an
idiosyncratic error term arising from measurement error. Then the mean of several raw
variables will have reduced measurement error. This plausibly arisestin raw
variables are based on results from separate surveys and the questions are closely related.
Now suppose that task quantities follow a uniform distribution in the population, though
the method can be adjusted for other assumed distributionst thiglsecond condition,
the task quantity can be aggregated across workers.

How easily we can determine the true distribution of tasks in the population is
debatable, as is whether tasks should follow the same marginal distribution. That said, we
can sa¢ly assume that tasks quantities for individual workers are bounded below by zero
and bounded above by a finite number, so the uniform distribution may be the most
defensible guess. Verifying the population distribution of tasks is infeasible with existing
publicly available datasets, and would likely require detailed time use data relating to
work activities. A benefit of the method here is that all we would need to check

alternative distributions is to apply the inverse CDF of the distribution in question
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Task Composition Changes withinOccupations overTime
Figure6 plots year 2000 task intensities within occupations against their year
2015 values. What we see here is a moderate improvement over the relative chaos of
Figure5. Within occupation changes are much more similar over time, while allowing for
moderate fluctuations. Changes over short time periods are much smaller, so what we
have here are mogtbelievable changes over a tumultuousygar timespan. We also

fail to see the seeming attenuation that was visible in the relationstjgine5.
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Figure6. Scatterplots of Measured Task Intensity
Note:Based on ACS occupation counts.
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A concern about this method is that if the distributional assumptions are wrong,
the value obtained will be purely relative. This would lead measured task intensity to fall
simply because more task intensive occupations saw higher employment growth, even i
workers in each occupation are doing as much of the task as before. In that case, most of
the values in this chapter can still be usefully interpreted, though some methods used in
later chapters would be invalidated. Note that if the measured tasktieteimsthis
chapter are purely relative, we would expect the relative increase in college graduates
over the sample period to drive down the measured intensity in analytic and nonroutine
tasks for high school degree workers.

Data DifferencesPre- and Post2000

Recall that the CPS data used here goes back to the year 1980, while O*NET and
ACS data only goes back to the year 2000. This necessitates caution when comparing
results in the late and early sample period, sineedbults stem from different types of
variation. PosR000, results are influenced by changing values within SOC occupations
in O*NET, changing SOC composition within census occupations from the ACS, and
changing census occupation composition within tR&JFor the pr2000 period, both
task values and SOC occupation labor weights are constant at year 2000 values. Shifts in
the means within groups reflect only changing census occupation composition in the
CPS, with one exception.

Adjustment for Pre-2000Computer Tasks

| make one additional adjustment to the merged dataset. While most tasks have

plausibly been, to a first approximation, stable over time within occupations, this is
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clearly not the case for computer tasks, as compwiens gradually adopted over the
sample period. | use computer usage rates reported in the 1984, 1989, 1993, 1997, and
2001 October CPS to adjust computer task quantities downwards. | take the mean usage
rate within occupations for each year, interpolatevben years where necessary, and
divide by the 2001 rate to obtain the adjustment factor for each occupation, which | apply
for the pre2000 period. For example, if 40% of accountants used computers in 1984 and
80% used computers in 2001, the computer itasksity for accountants in 1985 would
be half of the year 2000 value of computer task intensity for accountants, ignoring
interpolation between years.
Description of M easuredT ask Quantities

Having merged the datasets, | have iedaask measurements at the individual
level. The remainder of this chapter discuses patterns in the task distribution of the
workforce over time. | find that the apparent stability at the national level hides
substantial shifts at the level of local debmarkets. | also find moderate shifts in the
relationships between tasks.

With occupation counts and a smaller number of task quantities to work with, we
can better see the relationships between t&sfgre7 plots the relationships between
task intensities within occupations. We can see that the relationships are similar in both
the year 2000 and the year 2015, though the strength of the réigiomary. We can
also see a positive relationship between computer, nonroutine analytic, and
communications tasks. Routine analytic tasks are weakly correlated with other tasks
within these cross sections. Meanwhile, routine and nonroutine manual &skoagly
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correlated, while both are negatively correlated with computer, communications, and

nonroutine analytic tasks.
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Figure7. Task IntensityChangesvithin States

In short,Figure7 suggests that jobs cluster into groups that focus on nonroutine
analytic, communication, and computer tasks or on manual tasks, while rowatiytcan
tasks are dispersed across occupations regardless of specialization into other tasks. | will
turn to the question of why shortly. While the resultsigure7 are not surprising, they
are encouraging. We have prior reason to expect correlation betwere and

nonroutinemanual tasks and for nonroutine analytic tasks to be correlated with computer
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and communications tasks. The method for constructing task quantities used here has not
been applied in quite this way before, so establishing that the method works consistently
over time and preserves known relationships is important. While the O*NE Stuateed
fluctuations in task variables over time, the constructed task intensity measures here do
not show major shifts in the relationships between occupations over time.

Mean Task Composition by Experience Grour:

While we cannot okerve differences between education and experience groups
within occupations, we can now examine mean task levels within those gragye8
shows the mean task intensity within educagaperience groups over time at the
national level. The margin of error on these means is generally less than 0.01, so most
differences large enough to see in the graphs are real. Means here are weighted by ho
worked.

The first feature to note is that one of these categories is much different than the
others. Computer tasks saw a massive increase while other tasks were roughly stable.
This is largely because computer task intensity was adjusted in t28Q@eeriod,
which was not possible for other tasks. For other tasks, recall that-20@@etask
guantity shifts are based on changes in the occupational composition of the workforce as
observed in the CPS. Keep in mind that this should not be takeidasee that
computer tasks changed more dramatically than other task categories, but rather this is an
estimate of the degree of the change in computer tasks given we know a major change
occurred over the period and were able to make an adjustment. Nboreis likely to

have had a major effect on the results, given that we know computers were being adopted
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in workforce over this period and we should expect other tasks to be approximately stable

within occupations over time.
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Figure8. Mean Task Intensity by Year, Education, and Potential Experience.
Source: O*NET, March CPS.

We can see several patterng-igure8 that match known facts about the task
composition of the workforce. High school only workers are more intensive in both
routine and nonroutine manual task than college degree workers. Qidlgge workers
are more intensive at nonroutine analytic, communications, and computer tasks than high
school only workers. We can also see that college degree workers vary less in their task

composition by experience group, while experienced high scimbplxmrkers engage
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less in manual tasks and more in nonroutine analytic, communications, and computer
tasks than their low experience counterparts. That this holds for computer tasks, both
before and after the year 2000, is a positive sign. Though natecbiwethe tastased
literature, a similar finding appears in Weinberg (2002), who found that experienced high
school only workers used computers at a higher rate than their inexperienced
counterparts.

In a few cases, we can see changes in task intewifiiiyn groups over time.

Since 1980, there has been a modest increase in communications tasks by new high
school only and college degree workers, a decrease in routine and nonroutine manual
tasks by new high school only workers, and a sizable decreesmmunications and
routine analytic tasks by experienced high school only workers. The steepness of the
profiles of manual tasks for high school only workers has decreased over time, such that
late in the sample period low and high experienced high solar&krs provide more
similar levels of manual tasks. Given that their profile for communication and computer
tasks have also flattened, the mean task intensities for high and low experience high
school degree workers are noticeably more similar at thefahe sample period than at
the beginning. This may suggest that high school only workers are more substitutable
across experience groups now than in the past.

Aside from computer tasks, communication tasks exhibit the most noticeable
shifts. In generalcommunications tasks shifted from high experience workers to low
experience workers. This is surprising, given that we would expect communications skill
to increase with experience and to be more valuable for workers doing more skill
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sensitive tasks suas nonroutine analytic tasks. This pattern partially reversed in the

later sample period. We may be seeing a response to the introduction of computers in the
workplace, in which communication with young workers comfortable with the new
technology became meimportant.

All that said,Figure8 primarily shows a story of a stable distribution of tasks
between worker groups over time. This is surprising in light of both technological change
and the dramatic relative increase in cadleglucated workers over time. When
interpreting this result, we should recall that task quantities here are based entirely on
occupations, with no within occupation differences by education being observable.

Task Specialization within States

In addition to national trends, linking the O*NET data to the CPS allows us to
look at the geographic variation in the task composition of the labor force. This allows us
to see trends within states as well as differences between states at a given time. In
particular, we can see differential specialization into tasks or groups of tasks. Note that
due to methodological differences, we should consider th2@he and pos2000
sample periods separately.

Table5 shows correlation coefficients between mean task intensity growth at the
state level in the early and late sample periods. That is, a positive coefficient indicates
that growth in two task categosievas correlated across states. mlsledindicate that
correlation is higher relative to the other time period. The first notable feature is that
growth in computer tasks is strongly positively correlated with growth in analytic and
communications task negatively correlated with growth in manual tasks, and that the
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relationship is stronger late in the sample period. This is an interesting finding. We may
have expected computer task growth to be weakly correlated with growth in other tasks,
simply becase growth in computer tasks was so widespread. The ability to observe this
pattern stems largely from the richer, continuous measure of computer tasks introduced
here, compared to the binary indicators that the early research on computerization was
forcedto use. Now we see that areas that specialized in computer tasks more aggressively
specialized in nonroutine analytic and communication tasks. We may be concerned that
the relationships between variables appears stronger later in the sample period due to
more accurate measurement, but we also observe some relationships that are less

correlated in the late period.

Table5. Pairwise Correlation in Task Intensity Growth within States

2000 to 2015 Computer N.R. R. Analytic N.R. R. Manual
Analytic Manual

Computer 1.00

N.R. Analytic 0.60* 1.00

R. Analytic 0.12* -0.08* 1.00

N.R. Manual -0.57* -0.29* 0.07* 1.00

R. Manual -0.56* -0.50* 0.21* 0.78* 1.00

Communication 0.53* 0.61* -0.09* -0.72* -0.82*

1980 t02000 Computer N.R. R. Analytic N.R. R. Manual
Analytic Manual

Computer 1.00

N.R. Analytic 0.66* 1.00

R. Analytic -0.05 -0.13* 1.00

N.R. Manual -0.48* -0.52* 0.20* 1.00

R. Manual -0.30* -0.49* 0.22* 0.80* 1.00

Communication 0.37* 0.68* -0.05 -0.68* -0.73*

*-denotes significance at the 1% level. Bold indicates significant change in corre

between periods.
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The next most notable feature is a weakening relationship between nonroutine
manual tasks and analytic tasks. This suggests that nonroutine manual tasks are more
commonly paired with nonroutine analytic tasks than previously, though the relationship
is stil negative. The overall picture we should take froable5 is that areas are
specializing either into manual tasks or into computer, communicaticchgcamoutine
analytic tasks, and this process has been occurring since at least 1980.

Over the sample period, there have been substantial changes to both the age

profile and the education level in the population. We may be concerned that the results in

Figure9. Within State Mean Changes in Task Intensity, 2000 to 2015
Note: Midcareer20 to 25andNew Entrant O to ¥ earsPotentialExperience.
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