environmental conditions is a very helpful summary statistic. The changes in this summary statistic can discriminate among potential mechanisms.

In my eyes it is likely that for adapted organisms, most traits are almost selectively neutral most of the time in most places. In environmental conditions. The same environmental conditions may totally alter the expression of genetic variation.

Douglas Wahlsten
Department of Psychology, University of Alberta, Edmonton, Alberta, Canada T6G 2E9
E-mail: dwp@ualberta.ca
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kinds of interaction or nonadditivity is substantially less than the power to detect main effects in the same circumstances. Among the 26 commentators on this article, 24 express agreement in one form or another with this claim. This is gratifying, but not entirely surprising, because the point had been made some time ago by Neyman (1935) and has been reiterated from time to time in the literature. It is apparent that several commentators (Dawes, Denenberg, Maxwell) had already addressed this matter in their teaching and scholarly studies, if not in print. It must be admitted, however, that many researchers in the behavioral and brain sciences were not aware of the extent of the difficulty, or of its history. The target article demonstrates the magnitude of the difference in power specifically for a multiplicative model and several other realistic alternatives to additivity. This should help to create an awareness of the problem among readers, but, as Lipp predicts and several commentators confirm, it is not likely to dissuade the advocates of heritability analysis from practising their art. The various commentaries illustrate with great clarity how the different perspectives and goals of investigators condition their attitudes towards statistical methods.

1. Questions of power and light. Several commentators argue persuasively that the problem of low power could be studied or expressed differently and perhaps more simply.

Dawes demonstrates clearly how the linear contrast for interaction in a $2 \times 2$ design can help us compare different types of interaction and their main effects. Using this approach with the $Y = (jh)/(ke)$ model when $h = e = 1$, the means would be

\[
\begin{array}{c|cc}
H_1 & H_2 \\
\hline
E_1 & 1 & 2 \\
E_2 & 2 & 4 \\
\end{array}
\]

The contrast for the strain difference would be $(4 + 2) - (2 + 1) = 3$ and for $H \times E$ interaction would be $(4 - 2) - (2 - 1) = 1$. This humble example does get at the essence of the matter. I believe (with Lachenbruch 1985) the sample size required to achieve a specified degree of power should be inversely proportional to the square of the contrast, which implies that about nine times as many observations per cell will be needed to detect the multiplicative interaction compared to the main effect (see Wahlsten [unpublished]). The relative sample sizes indicate the additional quantity of subjects, time, and grant funds needed to detect real nonadditivity in the data. Dawes also presents valuable advice on the proper way to code interactions in multiple regression analysis.

Denenberg expresses the problem in terms of the correlation between group means across the various treatments. When two rat strains respond the same way to several environments, the correlation will be very high, and the mean square for interaction according to his equation (3) will approach zero. If there is no correlation, as when one strain is strongly affected by the treatment and the other shows no change at all, interaction should be substantial. This should apply to the scenario portrayed by Kline, in which one main effect is much larger than the other but the interaction is significant. If they respond in opposite ways, yielding a negative correlation, interaction should predominate. Denenberg suggests that the power of the test of interaction will be lower than for the main effects only when the correlation is positive. However, my example of $Y = a + bX$, Case 1, in Figure 2(a) of the target article suggests that the power to detect the interaction can be lower than for the main effect when the correlation is negative. Denenberg’s formula (3) applies to sample data, whereas power calculations require population parameters derived from a model specified a priori. As suggested by Maxwell, the respective degrees of freedom are also part of the story; that is, the number of strains and treatment conditions as well as the correlation across treatments must be considered.

Maxwell casts further light on the subject by showing that the ordinal versus disordinal distinction between kinds of interactions does inform us about relative power in the specific instance of the $2 \times 2$ design when the degrees of freedom for main effects and interaction are identical. I agree with his contention that, for larger designs, the power of the test of interaction can be increased by using a planned contrast to test for an optimal interaction subeffect. Presuming that the test is planned before peeking at the results, this is feasible only when one has a good idea about the nature of the biological or psychological processes involved. Those aiming simply to partition variance may be stuck with the feeble global F test of interaction.

Cicchetti proposes that computer simulation be used to explore further aspects of the problem which may not be amenable to the technique I used. Chiszar, & Gollin and Maxwell make a similar suggestion. The Soper et al. (1986) and Adams et al. (1985) studies mentioned by Cicchetti as well as the study by Heth et al. (1989) provide excellent examples of the utility of this approach. When I first presented a paper on this topic at the Behavior Genetics Association meeting in Minneapolis (Wahlsten 1987a), I used a Monte Carlo program written in “C” to obtain a quick estimate of relative power for a $5 \times 5$ design. Subsequently, I adopted the algebraic method because of its greater apparent elegance, but I acknowledge that there will be trouble extending it to situations where a computer simulation would work readily. For example, Chiszar & Gollin point out that ANOVA main effects and Type I errors may be relatively robust against nonnormality or heterogeneity of variance, but that these issues have not been well-evaluated with regard to interaction or type II errors. These and other violations of assumptions could be incorporated into a Monte Carlo study, with due attention to the properties of the random number generator (Press et al. 1988, Chap. 7).

Several commentators recommend alternative approaches to the standard ANOVA rather than increasing sample size. Bullock maintains that the larger n does not solve the root problem afflicting behavior genetics; he calls for the use of consistency checks on the results of ANOVA and better training of psychologists in applied mathematics. His remedies have considerable merit. I contend that if one wishes to rely on the results of ANOVA to assess interaction, larger samples ought to be used. At the same time, in section 12 of the target article I note that the global F-test is not necessarily the best.
solution. Carlier & Marchaland propose Bayesian inference as a cure for some of the shortcomings of ANOVA, because decisions about significance are contingent upon effect size. Bayesian methods also incorporate explicit statements about the investigators’ beliefs (Berger & Berry 1988) and thereby discourage impetuous acceptance of the null hypothesis. Both consistency checks and Bayesian inference can help to avoid the worst pitfalls of ANOVA, as can the likelihood ratio test advocated by Marler (1980) as well as by McGuffin & Katz. Goodall informs us of a forthcoming volume on ANOVA which addresses these issues directly, so that our minds can remain open to new procedures. However, I doubt that any mathematical method can obviate the need for larger samples when one is seeking to make a finer discrimination or to test for subtler effects such as multiplicative interaction. Better math can increase efficiency and reduce the drain on scarce research funds, but this cannot equate the sensitivities of even the best test to large and small effects.

Of course, extending the range of circumstances to achieve higher power, as suggested by Henderson and by Van Noordwijk, could preclude the need for larger samples if the experiment allows for this; but the power of ANOVA will still be lower for the interaction than the main effects if H and E are multiplicative.

2. Generality of the model. Two commentators (Kemphorne, Schönenmann) assert that a random-effects rather than a fixed-effects model should have been used. Although neither claims definitively that the problem of low power to detect interaction would disappear with a random-effects model, they suggest that the central thesis is not established beyond doubt in the target article. Neither elaborates reasons why one model is preferable. Having reconsidered the question, I still think the fixed effects model is appropriate for the present purpose. Furthermore, the central conclusion would not be altered by using the random effects model; on the contrary, the power to detect heredity by environment (H x E) interaction would be even lower than with a fixed-effects model.

The main issue in choosing the model is the generality of the results. With fixed effects involving, for example, two inbred mouse strains reared in two environments, the results must be considered specific to the strains and environments actually studied. On the other hand, if several genotypes are sampled randomly from a larger population of diverse genotypes, as proposed by Kemphorne, and several rearing environments are similarly chosen, then results can legitimately be applied to the entire population.

Let us ask: How do the users of two-way factorial designs actually choose their animal subjects and levels of environment, and what sorts of generalizations do they make? As Henderson confirms, when rodents or flies are the subjects, it is customary and wise to choose strains likely to have extreme scores or, as advocated by Ward (1985), known to differ greatly at a large number of genetic loci. It is common practice to test a wide variety of strains and then choose two with extreme scores for further genetic analysis (Bauer & Sokolowski 1985; Wimer & Wimer 1982). Alternatively, selective breeding may be used to produce a maximum difference in behav-
model and 24% under random effects. That is, under a random effects model the power to detect the H \times E interaction is considerably lower than to detect the main effect of strain, but the difference in power is not as great as with fixed effects. The central thesis of the target article is supported under a random effects model as it is usually applied.

Because a fixed effects model is appropriate to the target article and conclusions are the same under a random effects model in any event, Schönenmann's allegation about lack of "quality control" on the part of the eight (not six) BBS referee reports is without merit. It strikes me as bizarre how Rotton and Schönenmann (1978) once stated "in factorial designs interaction tests seldom match the power of main effect tests" and provided an illustrative example, yet now Schönenmann neither claims priority nor repeats this unequivocal remark.

3. Complexity of the models. Several commentators suggest that a more complete model of heredity and environment should be used. If one were to propose a viable model of human behavior, without doubt several additional processes should be considered. The two-way factorial design with genetically uniform inbred strains randomly assigned to extreme environments as outlined in the target article is aimed expressly at avoiding certain complications in order to reveal the fundamental problem of insensitivity to interaction in the clearest possible way.

Crusio, Dawes, Dudley, Harrington, Kemphorne, Kline, and McGiffin & Katz argue that heredity and environment can be correlated, and that such covariance can be important in a realistic model of behavior. For the case of human society or animal populations outside the laboratory, I concur. Confounding of H and E, an extreme form of covariance, can make the estimation of some parameters impossible, and covariance occasioned by genetically influenced behavioral modification or choice of the environment can wreak havoc in a path model. As Goldberger (1978) and Taylor (1980) have shown, even minimally complete models suffer from underdetermination in which there are more parameters to be estimated than there are observed correlations available. Harrington also suggests that structural equations can yield biased results when two regression coefficients are opposite in sign, so that interaction will fail to appear regardless of sample size. The critique by Kem-

Table 1. Power (%) of 5 \times 5 ANOVA to detect interaction under fixed effects and random effects models with same effect sizes when n = 10 and \alpha = 0.05.

<table>
<thead>
<tr>
<th>Interaction Effect Size</th>
<th>Fixed effects</th>
<th>Random effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>0.10</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>0.20</td>
<td>41</td>
<td>27</td>
</tr>
<tr>
<td>0.30</td>
<td>84</td>
<td>39</td>
</tr>
<tr>
<td>0.40</td>
<td>99</td>
<td>84</td>
</tr>
</tbody>
</table>

Kline questions the relevance of studies of nonhuman animals to humans because "man alone" has a strong influence on the environment. My reading of behavioral ecology suggests otherwise. Bullock states that humans are the "most extreme" in this respect but are not alone. The very essence of animal behavior is transformation and creation of the environment, as should be apparent in the cycle of ingestion, digestion, and excretion, as well as in the phenomena of habitat selection, burrowing or nest construction, etc. Chizas & Gollin stress the "interdefinition of genome, organism, and ecosystem." Lewontin (1982) also explains very well the interpenetration of the organism and its environment. In the laboratory we attempt to restrict the operation of some of these processes in order to simplify and analyze mechanisms. Just as Mendel needed a uniform plot of ground to reveal laws of genetic transmission, so is precise control of heredity and environment in the lab helpful to document interaction. In society at large we should expect to find both Mendelian inheritance and heredity-environment interaction, and we should be skeptical of any model which presumes the presence of one but the absence of the other.

Dudley and McGiffin & Katz propose that a realistic model ought to incorporate interactions between genes at different loci (epistasis) as well as between genes and environment. This is especially important when one wishes to analyze the components of global heredity, which can only be done with cross-breeding schemes. Comparing several inbred strains varies heredity but cannot further elucidate its mechanisms. As mentioned by Crow, there is abundant evidence that the consequences of genes at one locus depend on genotype at other loci. This has been amply demonstrated for mouse pigmentation (Lamoreux & Pendergast 1987), obesity-diabetes (Coleman 1981), and brain development (Billings-Gagliardi & Wolf 1988; Kerner & Carson 1986), and evidence is sometimes found for behavior (Bateson & D'Udine 1986). When one is attempting to understand the dynamics of development, these phenomena can be most informative. Contrary to the claim by Crow that inbreeding reduces error variation, inbreeding often increases phenotypic variance above the level seen in F_1 hybrids (Hyde 1973; Palmer & Strobeck 1986), and this may very well stem from epistatic interaction.

If a more complex model were formulated to take account of several kinds of covariance and gene-gene interaction as well as heredity-environment interaction, the sensitivity of the test of interaction would very probably be extremely low - if a decisive test could be formulated at all for humans. The 2 \times 2 test proposed by Plomin et al. (1977) is not valid because it classifies adoptees by phenotype of biological parents rather than the adoptees' own genotypes. Any test of G \times E interaction must
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involve replicated genotypes reared in different environments. Otherwise, innumerable combinations of genes and environments can yield the same phenotypic outcome. The target article concentrated on the $2 \times 2$ test of interaction because it is advocated by well-known spokesmen for behavior genetics. The point is made that even if one considers this test credible for humans (which I do not) the power is usually so low that any negative results must be inconclusive. The great confidence with which some researchers proclaim the absence or rarity of $H \times E$ interactions is not warranted by the shaky ladder of dubious assumptions on which they stand.

4. Focus on development. The target article contrasted two research agendas: the study of development and the partitioning of variance. The commentaries indicate that this dichotomy was no figment of my imagination. Developmentalists have very little interest or faith in assigning definite percentages of variance to contributing causes. Inferential statistics may be used as an aid to decision making, but the statistical models are not reified the way they so often are in behavior genetics. The developmental perspective in no way denies the importance of genes or espouses “genetic nihilism,” as implied by Henderson. Interactionism advances beyond the sterile nature–nurture dichotomy inherent in the ubiquitous $G + E$ of human behavior genetics.

Bookstein stresses that “the scientist needs to know the form of f,” the function relating heredity and environment. Bullock says we need “quantitative models of actual processes.” Cheverud wants us to improve the genetic analysis of development by generating “developmental models which would help guide the analysis.” Chiszar & Goffin seek “the addition of the organizing principles that mediate development.” Crusio urges the use of genetic techniques for studying causal relationships between brain and behavior. Harrington instructs us that “for explanatory purposes a model must be logically and theoretically, not empirically, based,” and he shows how a developmental perspective can specify the proper order of entry of variables into a multiple regression equation. Lipp argues that “understanding the target” of gene action should precede studies of how genes affect it. Maxwell stresses the importance of developing a “correct model of the phenomenon under study.” Nyborg is after precise knowledge about “the character, mechanisms, and locus of action” of causes, and he is not satisfied with gene effects that are “assumed rather than localized and specified.”

Explorations of physiologically real interactions can lead to noteworthy progress in our understanding of ontogeny (e.g. Beardsley 1988; Ingham 1988; Vardimon et al. 1988; Yeakley et al. 1987). The hypotheses proposed by Lipp and Nyborg exemplify the fruitfulness of a developmental perspective. Lipp proposes that later acting “psychogenes” will tend to affect neural systems at a higher hierarchical level, and that single gene effects are more likely to be observed on complex behaviors. This approach to behavior genetics is meaningful for the developmentalist. Nyborg envisions bidirectional relations in a way that informs rather than offends the psychologist interested in chemistry and behavior. Dynamic nonlinear models of gene action in neuroendocrinology illustrate the merits of a physiological and psychological interactionist approach (see Nyborg).

Crow draws a distinction between $H \times E$ interaction which can and cannot be removed by a monotonic transformation and regards only the latter as “real.” However, to the developmentalist the judgment of which is real and which is mere appearance cannot be made simply from mathematical form. One must know how things actually work. Only then can certain functional relationships be regarded as trivial instances of apparent interaction, while others are seen as profound. Likewise, the merits or demerits of the idea mentioned by Goodnight and championed by Falconer (1981) – that gene–environment interaction can be subsumed under genetic correlation as the proportion of genes acting in common in two environments to determine two measures – must be decided by molecular biology, not by population genetics. I, for one, very much doubt the veracity of this hypothesis because the calculations assume additivity of genes and environment within the corresponding environments, while allowing qualitative differences between environments.

Plomin’s contention that main effects and interactions are “independent” makes no sense from a developmental perspective (Lewontin 1974; Oyama 1985). It is also mathematically wrong for the case of a random effect model that ought to be applied to a human population. The two-way fixed effects ANOVA we use in laboratory studies will separate the total variance into four separate piles even when the true functional relationship is multiplicative. Main effects are defined as being additive, and interaction is defined as the departure from additivity. If there is clearly significant departure from additivity, the null hypothesis of additivity should be rejected outright. Then there is no additivity at all and main effects are mere artifacts of the algebra. If $H$ and $E$ are multiplicative, then 100% of the relationship is $H \cdot E$ and none of it is additive.

Plomin’s claim that in the target article the finding of interaction had no effect on the main effects is mistaken. As explained in section 7, I arbitrarily fixed the effect size $f$ of the largest main effect at 0.4 for every model so that relative power could be better perceived. I also showed in section 7 that, under the $Y = H \cdot E$ model, the difference between strain means in a one-way design depends on the environment in which they are reared. If $J$ strains with values for heredity $H$ equally spaced by $h$ units are all reared in $F_1 = e$ then the standard deviation of strain means is

$$\sigma_H = \frac{he}{2} \sqrt{\frac{(J+1)(J-1)}{3}}$$

which includes the $e$ term reflecting the rearing environment. If they are instead reared in $K$ different environments, as in the target article,

$$\sigma_H = \frac{K+1}{2} \cdot \frac{he}{2} \sqrt{\frac{(J+1)(J-1)}{3}}$$

That is, multiplicative interaction increases the main effect of strain by a factor $(K+1)/2$. If this be seen as independence, then new spectacles are in order.

The developmentalist seeking to understand functional
relations needs better measurement of the fundamental processes, not just better statistics. Bookstein argues persuasively for this and provides instructive examples in his own applications of tensor biometrics (Bookstein 1987). I agree that two-way ANOVA does not really provide a measure of interaction in the strict sense. Perhaps we should name the interaction mean squares an indicator. Now, can we ever measure \( H \times E \) interaction in their own units? For environment, many obvious examples of degrees of temperature, mg/kg for a dietary component, hours spent reading, and so on, are familiar. Current conceptualization and attempts at measurement of environment in human behavior genetics leave much to be desired (Wachs 1983), but proper measures are possible. Heredity, especially the genetic aspect, poses greater difficulty because it is inherently categorical. For example, the "jimp" \( (jp) \) gene in mice differs from the normal allele by a substitution of an adenine for a guanine nucleotide base in the DNA (Nave et al. 1987). The genetic variable strongly affects the abundance of myelin proteolipid protein (Gardinier & Macklin 1988), but a measure of the protein is not a measure of the gene itself, nor is the amount or spatial distribution of myelin in the nerve bundle a measure of the gene because numerous other genetic loci and interacting physiological processes combine to govern the result (Lenke 1988).

Given that genotype must be a categorical variable, it can be represented by a dummy variable in a multiple regression equation for suitably designed experiments and this can provide an index of \( H \times E \) interaction. For example, Bulman-Fleming and Wahlsten (1988) found that the adult brain weights (measured in milligrams) of inbred BALB/c-Wah2 mice declined linearly with litter size (measured in number of pups). However, the slope of the relationship was significantly steeper when the mice were derived from ovarian tissue grafted into an inbred BALB/c mother (5 mg smaller for each additional pup) than when grafted into an F1 hybrid mother (3 mg/pup). Is the slope of the line in mg/pup a measure of the maternal environment, whereas the 2mg/pup difference in slope measures interaction? Neither is a measure. What we measure is brain size of mice from litters of size 2, brain size of mice from litters of size 3, and so on. A slope of 5mg/pup is then an inference drawn with the aid of linear regression across litters. Because the difference in brain size between different litter sizes must represent an effect of environment, it may be seen as a pure indicator of environment alone, but the significant interaction alerts us to the fact that the value of 5mg/pup is strain dependent, as well.

A closely related matter is raised by Carlier & Marchaland, who point out that inbred strains differ in maternal environment as well as genotype and that consequently a strain-by-environment interaction cannot discriminate between gene-environment interaction and interaction with maternal environment. They are absolutely right about this. Henderson fails to make this important distinction. I myself have emphasized the confounding of genetic \( (G) \) and \( E \) effects in strain studies (Wahlsten 1979), and results confirming the importance of maternal environment have been reported from my laboratory (Bulman-Fleming & Wahlsten 1988; Wahlsten 1983; Wainwright 1980). Is it fair and proper that I should now be hoist on my own petard? In the target article I was careful to talk about the heredity of a strain and to use the symbol \( H \) rather than the customary \( G \) found so pervasively in behavior genetics texts, but apparently I was not careful enough. There are passages, such as the second paragraph of Section 4, where the distinction between \( H \) and \( G \) is obscure. In a factorial experiment comparing inbred strains, heredity is "an operationally defined entity which includes the usual direct chromosomal influence . . . . plus the less-widely recognized differences in maternal environment" (Wahlsten 1983, p. 220).

The studies by Carlier and her co-workers show how the maternal environment itself can interact with genotype. Psychologists are gradually becoming aware of the importance of the very early environment for behavior (e.g., Gutzke & Crews 1988, Smotherman & Robertson 1989). The comments of Carlier & Marchaland as well as Harrington pose a challenge for human adoption studies because adopted away twins always share a prenatal environment and the singleton adoptee spends at least nine months in an environment provided by its genetic mother. As if things were not already complicated enough, we must now be aware of maternal effect genes (Winslow et al. 1988) and chromosomal imprinting (Reik et al. 1987; Sapnenza et al. 1987). C'est la vie!

Crow and Van Noordwijk suggest that gene effects may be highly nonadditive at one level, the molecular level in particular, and yet appear additive at another level. Although these points are made in defense of heritability analysis, they warrant careful study on their own merits because of the developmental content. I cannot agree with Crow's strong statement that "tiny increments of anything are additive." This fundamental theorem of calculus cannot explain the behavior of certain deterministic but nonlinear dynamic systems of interactions under conditions far from equilibrium – the realm of so-called "chaos" (Gleick 1987; Grebogi et al. 1987). Such systems are characterized by a sensitive dependence on initial conditions that makes long-term prediction of macroscopic behavior such as weather all but impossible from the standpoint of a collection of locally acting causes.

Hyperion, a moon of Saturn, has an orbit so chaotic that a measurement accurate to 10 digits would not be sufficient to know its location, even crudely, a mere two years later (Killian 1989); it is safe to say that it will still be orbiting Saturn, but for many asteroids the limits of their orbits are not assured. The history of physical science on the earth might read quite differently if Newton had sat beneath a lurching, irregular Hyperion among a multitude of moons rather than the spherical solitaire he knew so well. I suspect that Crow and Van Noordwijk are right about definite nonadditivity at one level and apparent additivity at another, and that chaos theory will prove applicable to embryonic and social development alike. If so, any claim that valuable information about mechanisms of development can be gleaned from patterns of correlations among measures of the outcomes of development is dubious. [See also Skarda & Freeman: "How brains make chaos in order to make sense of the world" BBS 10(2) (1987)]
5. Should ANOVA be banned? Although Bookstein seems to advocate a ban on ANOVA, I do not. Plomin attributes to me the view that, because of the low power of ANOVA to detect interaction, the traditional analysis of variance model should be abandoned and the messenger shot. Detterman echoes this view.

My opinion, as stated in the target article, is that (a) if a researcher wants to use two-way ANOVA to test additivity, then a large sample size should be used to ensure sufficient power for the test of interaction, and (b) if the functional relationship between two factors such as Hand est is nonadditive and perhaps multiplicative, then it makes no sense to ascribe a definite percentage of the total variance to mutually exclusive and independent causes. Thus, I maintain that the ANOVA is appropriate in some situations but not in others. In section 13 of the target article, I suggest that it is useful in the “early phases of investigation.” While sympathizing with the view of Cheverud that the main problem is not so much with ANOVA as with developmental theory, I am sensitive to the criticism by Bullock that calling for larger sample sizes may serve to perpetuate the “undue hegemony of ANOVA” in psychology.

Especially in a one-way research design, partitioning the variance can be very helpful. Knowledge that cognitive gender differences sometimes account for a paltry 1% of total test score variance (Hyde 1981) and that the magnitude of the difference is approaching the vanishing point (Feingold 1988) can and should inform current debate about gender discrimination in education and hiring. Estimating the strength of an effect, which implicitly requires a partition of variance, allows us to make a wise choice of sample size on the basis of power calculations. When two or more factors vary simultaneously, however, the difficulties with ANOVA multiply and the tidy division of variance loses credibility.

6. What good is heritability? While advocating a flexible approach to data analysis and ANOVA, I, along with Hirsch, see the net contribution of the concept of heritability in behavior genetics as negative. Bookstein also expresses concern that without a better understanding of functional relationships path modelling “is actively misleading.” Kempthorne urges that most of the literature on heritability of human behavior be ignored. Other commentators, however, offer a spirited defence of this controversial \( h^2 \).

Heritability is central to human behavior genetics as it is commonly practised, but Bullock finds it difficult to believe my representation of the field is accurate. I direct him to the comments of Crow, Detterman, Henderson and Plomin, and to the leading text by Plomin et al. (1980), for up-to-date examples. McGuffin & Katz wonder whether any behavior geneticist really sees the estimation of \( h^2 \) as an end in itself or cares whether the value is 0.8 or 0.6 or 0.4. Here we can examine the two most recent semi-official overviews of the field in the Annual Review of Psychology. Henderson (1982) presents numerous estimates of the heritability of IQ, personality, and psychopathology. He gives a tentative estimate that narrow heritability of IQ might be “between .3 and .6,” and he points out that more recent studies using better methodology yield lower heritability values. Loehlin et al. (1988) question Henderson’s interpretation of history and, on the basis of even more recent data, assert: “It now appears that heritability estimates of general intelligence are back up again . . .” (p. 103) and have “reversed the trend toward lower heritability estimates” (p. 104). Peer commentary on the Plomin and Daniels target article in BBS [10 (1) 1987] also reveals some who care a great deal about the precise numerical value.

It is sometimes suggested that heritability analysis is justified because a finding of \( H \times E \) interaction is a rare occurrence. Plomin, echoed by Detterman, argues this point. Carlier & Marchaland note the low prevalence of reports of genuine gene-environment interaction in behavior genetics. In weighing the evidence, we should keep in mind that, in the pages of a journal like Behavior Genetics, few serious attempts to test for \( H \times E \) or GxE interaction are to be found at all. The most common design used by laboratory researchers in this field is a genetic crossing or selection experiment with all subjects reared in similar circumstances. We must also contend with the zeitgeist in the field so well satirized by Salsburg (1985); “having a significant interaction is a little like eating chicken with your fingers in public or wearing track shoes to a wedding. Somehow it is all your fault, and you are not quite sure what you have done wrong.” He claims that “editors scream your experiment is no good” when presented with interactions. I have heard tales of this happening to my friends, and it has certainly happened to me. There may be a reporting bias in the literature.

Among active behavior genetics researchers, our two most senior colleagues, Benson Ginsburg and John Paul Scott, began their studies on mouse social behavior with discrepant findings (Ginsburg & Allee 1942; Scott 1942) produced by interaction with rearing and testing conditions (Ginsburg 1967). Ginsburg has been an interactionist even since, so we might posit a critical period for acquiring a developmental perspective. In any instructive review of research on early experience and mouse strains, Erlenmeyer-Kimling (1972) noted that “gene-environment interactions are numerous and . . . treatment effects are frequently reversed in direction for different genotypes.” (p. 201) I have not done a rigorous count, but I am impressed by the large number of my colleagues who have reported or discussed interactions recently (e.g. Crabbe et al. 1988; Donovick & Burright 1984; Goodlett et al. 1987; Graf 1987; Satinder & Sterling 1983; Wilson & Sinha 1985; Zacharko et al. 1987). Others are mentioned in the target article. Detterman’s claim about “the absence of persuasive data indicating that interactions are important to a behavior genetic model” is an incredible statement that is a denial of the literature, not a review of it. Those who are blind to the existence of interaction will never progress to a discussion of more challenging issues, such as the distinction between interaction and separability mentioned by Bookstein and elaborated by Gregorious and Namkoong (1987).

In future, anyone who does review the literature on \( H \times E \) interaction would be well advised to assess not only whether the interaction F ratio was significant at \( \alpha = 0.05 \) but what the power of the test was. Examples in the target article suggest that reports of significant interaction will tend to be infrequent even when \( H \) and \( E \) are not additive. When power is low, results will also be difficult.
Figure 1. (Wahlsten) Locomotor activity in five studies of the Bailey recombinant inbred mouse strains and their two progenitor strains. In each study, the standard deviation of the nine strain means was determined. The value of $z$ represents the number of standard deviations by which a strain mean differed from the mean of all nine strains in the study in question. The various studies assessed locomotor activity in either an open field (Crabbe et al. 1982, Moisset 1977), a shuttle box without electric shock (Crabbe et al. 1982, Oliverio et al. 1973), an arena (Simmel & Eleftheriou 1977) or a straight runway (Peeler & Nowakowski 1987). Abbreviations: B, BALB/cByJ; C, C57BL/6ByJ; D, CXB/ByJ; E, CXBE/ByJ; G, CXBC/ByJ; H, CXB/ByJ; I, CXBI/ByJ; J, CXBJ/ByJ; K, CXBK/ByJ.
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1977). Numerous studies of developmental genetics support Bullock's argument that $H \times E$ interactions are likely to occur in nature. Goodall also says we should expect to find some interaction.

Given this, we could insist that the statistical hypothesis of nonadditivity be treated as the null hypothesis and that additivity be seriously entertained only when the null hypothesis can be firmly rejected. This would not require any revolution in mathematics. Simply do a transformation of the data before every ANOVA and ask whether the interaction is significant. If $H$ and $E$ really are additive, this should create an interaction that could be removed by a suitable reverse transformation. On the other hand, if power were very low, the transformation would be of little consequence either way. Goodall proposes that transformation be regarded as an integral part of data analysis and that alternative models with and without transformation be routinely considered in studies of heredity and environment. This could strengthen many studies. My opposition to ad hoc transformations applies to studies where only one analysis of a transformed measure is presented to the reader as the only reasonable interpretation of the data.

Detterman, Henderson, and Plomin assert strongly that no $H \times E$ interaction has been demonstrated with humans. The immense literature on well-established Mendelian disorders refutes them decisively. For phenylketonuria and similar metabolic disorders, the child with two recessive genes is less able to regulate the levels of important substances in the blood and is more sensitive to variations in the diet. Whether the genetic defect would also interact with psychological treatments, as suggested by Henderson, is difficult to know because ethics forbid that a healthy child should be deliberately subjected to a poor education in the name of science. In the ethereal realm of "polygenic" behaviors where genes cannot be identified or counted, no conclusive test of specific GxE interaction exists. Nevertheless, in the study of psychopathology, it is often claimed that genotype determines susceptibility or vulnerability to the induction of psychosis by adverse experience (Kendler & Eaves 1986; Schulsinger et al. 1987; Tienari et al. 1987). If all is additive, why do psychiatrists bother with this blatantly interactionist theory?

When the possibility of $H \times E$ interaction is acknowledged, Detterman and Plomin insist that $h^2$ is still good because the interaction accounts for relatively little variance. Crow proves $h^2$ expected with additivity is only slightly less when a multiplicative model is used, and with several types of transformation. Cheverud's position that interaction does not greatly bias the value of $h^2$ appears confirmed here, although there are other situations where the bias can be larger (Lathrope et al. 1984). Better support for the central thesis of the target article can hardly be imagined. Crow proves that the $h^2$ coefficient derived from parent-offspring regression is insensitive to the underlying structure of the data. Hence, $h^2$ cannot help us discover that structure or gain deeper insights into the nature of development. Looking at his model from the standpoint of an interactionist, let us inquire about the effects of changing the environment by the same amount for every child in the population. The additive model says that every child's phenotype should increase by the same amount. For the multiplicative
model, we need some numbers. Suppose both H and E factors have means of 3.0 and standard deviations of 1.0 in the population, and that H and E are uncorrelated. Now add 2.0 to each child’s E value. For a child with a low H = 1.0, the phenotype will increase by only 2 units, whereas a lucky one with H = 5.0 will increase by 10 units, fully five times the increase for the less fortunate peer. Being oblivious to the functional relation between H and E, heritability analysis cannot predict the effect of changing the environment.

However Crow, Goodnight, and Kempthorne assure us that $h^2$ is useful in predicting the response to selective breeding, even when H and E are not at all additive. Sometimes the prediction is quite good, yet there are instances, especially with reproductive traits, when response to selection falls short of expectations from the $h^2$ value (Nordskog 1977). Wright’s (1978) assessment of several decades of work on animal breeding also warrants caution. One particular shortcoming of the straightforward heritability approach is that it may hold for the first few generations of selection, but it cannot predict when or where the selection limit will be reached or whether there will be asymmetry of response in high and low lines. Strictly speaking, $h^2$ from parent-offspring regression really does not predict anything. Suppose we estimate $h^2$ by computing the regression of the mean score of the parents on the mean score of their offspring. Hill (1970) has demonstrated that the most efficient way to estimate $h^2$ is in fact to do a selection experiment for only one generation. Selection is essentially a parent-offspring regression study where the middle-scoring parents are not included. Perhaps one generation of selection can predict the response to selection in the next generation. This tells us simply that the properties of the population do not change much in one generation, whatever the true developmental relationship between H and E.

Cheverud and Lipp argue that calculation of $h^2$ can be a useful starting point because it provides evidence of genetic variation, whereas McGuffin and Katz recommend its use as a diagnostic aid in seeking forms of a heterogeneous disorder that may be heritable. Two objections come to mind. First, in studies of selective breeding or inbred strains, genuine chromosomal genetic effects cannot be distinguished from maternal environment effects (Carrier & Marchaland) or cytoplasmic inheritance. Likewise, twin studies are contaminated by covariance, cytoplasmic and uterine environment effects, and adoption studies are afflicted with covariance and stubborn maternal environment effects. Because $h^2$ is supposed to reflect only Mendelian gene effects in the numerator (Falconer 1981), it should not be reported unless other hereditary factors can be positively excluded. Second, evidence of putative genetic variation requiring further study can be shown with general purpose statistics. The approximate extent of hereditary variation among inbred strains or selected lines can be neatly summarized by estimated $h^2$ (Hays 1989). If MZ twins show a much higher intra-class correlation than DZ twins or if parent-offspring regression is substantial, the presence of hereditary variation is a reasonable bet. Precisely what kind of hereditary mechanism are involved generally cannot be known solely from a strain or twin study. These kinds of experiments ought to be regarded as preludes to a more comprehensive study.

Unfortunately, the $h^2$ coefficient is bound up with a very specific genetic theory, and citing a number for $h^2$ implies to many readers in psychology that they have just beheld the finale. What $h^2$ means to Falconer (1981) or Plomin et al. (1989) is automatically conveyed to a psychology student familiar with these authorities, even though the writer himself does not take the precise value of $h^2$ too seriously. What $h^2$ means to those with less education, I shudder to think.

Crow regards $h^2$ analysis as a useful, albeit indirect, approach to assessing the impact of environmental variation, $e^2$. In this vein, Heath et al. (1985) use $h^2$ values to draw conclusions about changes in schooling in Norway, and Plomin and Daniels (1987) cite results of path analysis to support their proposal that personality is unaffected by experiences common to members of a family. I cannot see how global statements about environmental variance tell us anything more about the specific actions of experience than the global $h^2$ tells us about the number, location, and physiological characteristics of relevant genes. As Wachs (1983) and Bookstein aver, to learn how environment affects the development of behavior we must have accurate measures of relevant features of experience. Furthermore, heredity and environment are not the only sources of individual differences in a population. Durable and noteworthy variations in the structure of an organism can emerge via processes internal to the embryo that are neither hereditary nor responses to local variations in the environment. (Kernit et al. 1987; Lewontin 1982; Wahlsten 1987b; 1989b). With three sources of individual differences the potency of one cannot be specified by studying another.

Goodnight suggests that the absolute value of $h^2$ is not particularly useful but that the relative magnitudes of additive genetic and dominance variance have some relevance. Crow and van Noordwijk see a role for $h^2$ in evolutionary theory, and Crow thinks evolution must proceed gradually, in small, additive increments. On the other hand, several theorists see a close link between development and evolution, and, from this perspective, the neoDarwinian dogma (Ho & Fox 1988). As suggested by van Noordwijk, phenotypic plasticity can play a very important role in molding an organism to its niche (Cavalli-Sforza 1974; Greene 1989); hence, gene-environment interaction should be central to evolutionary theory (e.g., Via & Lande 1985).

Finally, McGuffin and Katz suggest that my discussion of a link between heritability and eugenics sets up a straw man, and they claim no reputable human behavior geneticist would use heritability for eugenic purposes. It seems to me that the link between $h^2$ and selective breeding is inherent in a quantitative genetic model and has little to do with reputation. Because of this link, the heritability coefficient is not ethically neutral when it is computed for human IQ. Even if the scientists doing the computation are not proponents of eugenics, others may and probably will vulgarize their writings for eugenic purposes (Stein 1988). Within recent memory, some quite reputable geneticists have promoted selective sterilization of people with low intelligence (see Hirsch 1981; Nanney 1986). Today the Pioneer Fund seeks to advance its program of "racial betterment" (Lichtenstein 1977; May 1960) through large grants to several members of the Behavior Genetics Association (McCann & Currie 1989).
The stuff of controversy should not be brushed aside as mere straw.

7. Charges of bias. The target article, Plomin says, implies that behavioral geneticists, including himself “have not considered G x E” and have been “ignoring G x E.” However, the target article in section 4 credits none other than Plomin et al. (1977) with proposing a formal 2 x 2 test of interaction. It cites five other items with him as senior author. My article states that in behavior genetics “the problem is not a lack of understanding about the importance of interaction in theory. Rather, there is a divergence of opinion about its occurrence in reality.” The commentaries prove the latter point. As I also stated in the target article, the problem of low power is “generally understood by expert statisticians.” A paper by Eaves et al. (1977) is cited as an example. Henderson quotes a sentence written by John Fuller in response to my 1979 paper to show how behavior geneticists supposedly knew all about interaction 10 years ago. However, my 1979 paper did not raise the issue of power of ANOVA to detect interaction. Furthermore, it is timely now to repeat Fuller’s next sentence in that response concerning interactions: “It is good to be reminded that overlooking their existence may lead to faulty conclusions and premature generalization” (Fuller 1979).

Plomin states that I set out to denigrate heritability. It may appear that way to some people, so let me emphasize that the points made about the low power to detect H x E interaction apply to any kind of two-way or higher order interaction. Hirsch is right that assigning a percentage to environmental variance confronts the same problems as heritability. As van Noordwijk instructs, the same issues apply if we want to partition environmental sources of variance. Goodall stresses that ANOVA is perfectly general in this respect. Dudley presents three cells of an ideal interaction was not significant, but it suffered from the very problem of low power discussed in the target article.

8. Two kinds of gravity. The parody of Newton’s law attracted some attention. Lipp was struck by the meaning that evidently missed Detterman. We should thank Detterman for his lovely graphs, because they bolster the conclusions I drew from Figure 2(a) in the target article. Henderson and Detterman want to see results when much wider ranges of mass and distance are used, so I provided the intrepid experimenter in section 6 of the target article with several burly assistants and sent them outside to a football field to gather data. Unfortunately, wind increased the error variance, and nothing was significant at all. Kline says we only need to know the mass of the relevant planet in order to calculate a person’s weight because body size is constant throughout the universe. Given: I live in Edmonton, Alberta, on the planet earth. Can Kline therefore tell me my weight? van Noordwijk

References/Wahlsten: Heredity-environment interaction says a choice between models is determined by practical purposes and becomes most important when we want to extrapolate. Newton’s law speaks to this matter, too. It could not be decisively verified by reference to the facts used to formulate the law, no matter how closely data and theory matched. It had to predict something new. This took place in 1846 when Leverrier used Newton’s law to predict the location of an unknown planet from perturbations in the orbit of Uranus and then the existence of Neptune was confirmed by Galle and d’Arrest at the Berlin observatory using Leverrier’s coordinates (Grosser 1979). What could be less practical than the exuberant delight of star gazers at this brilliant feat? It didn’t really make much practical difference until the era of rocket journeys over 100 years later. Fortunately for us, the likes of Newton, Edmund Halley, and their followers would settle for nothing less than truth. On this day, August 25, 1989, the Voyager II space satellite flew past Neptune, guided by knowledge of a law of nature that predicted because it explained.
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