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Abstract: 
 
This paper provides a non-technical, accessible introduction to various topics in the burgeoning 
literature on the economics of science and technology. This is an interdisciplinary literature, 
drawing on the work of scholars in the fields of economics, public policy, sociology and 
management. The aim of this paper is to foster a deeper appreciation of the economic importance 
of science and technology issues. We also hope to stimulate additional research on these topics. 
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1. Introduction 
 
Science and technology have long been regarded as important determinants of economic growth. 
Edwin Mansfield (1971, pp. 1–2), a pioneer in the economics of technological change, noted: 
 

Technological change is an important, if not the most important, factor responsible for 
economic growth ... without question, [it] is one of the most important determinants of 
the shape and evolution of the American economy. 

 
Science and technology policy are even more important in the “new” economy, with its greater 
emphasis on the role of intellectual property and knowledge transfer. Thus, it is unfortunate that 
most individuals rarely have the opportunity to study this subject. As a result, the general public 
poorly understands the antecedents and consequences of technological change. 
 
It is clear in the report that most Americans are not well-informed about public policy issues 
relating to science and technology. As shown in Table I, individuals rank science and technology 
policy issues relatively high in terms of interest, yet noticeably lower in terms of their self-
assessed knowledge about the issues. However, it is precisely these issues that may be most 
critical in determining long-run economic growth. 
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Table I. Indices of public interest and self-assessed knowledge in selected policy issues, 1999 
Public interest Policy issues Informedness 

82 New medical discoveries 53 
71 Environmental pollution 48 
71 Local school issues 58 
67 Issues about new scientific discoveries 44 
65 Use of new inventions and technologies 43 
65 Economic issues and business conditions 50 
64 Military and defense policy 44 
55 Use of nuclear energy to generate electricity 29 
53 International and foreign policy 40 
51 Space exploration 37 
47 Agricultural and farm issues 33 

Source: Science and Engineering Indicators—2000, Appendix Tables 8-2 and 8-5. 
 
The purpose of this paper is to provide an overview of salient topics in the economics of science 
and technology. We devote considerable attention to historical and institutional information 
concerning these issues, because we believe that an understanding of the current situation 
depends to a large extent on an understanding of how this literature and the institutions that 
support science and technology evolved.1 
 
The remainder of this paper is organized as follows. Section 2 provides some initial definitions. 
In Section 3, we summarize major public policy initiatives toward science and technology in the 
United States from the colonial period to the present. Our up-front emphasis on policy 
underscores the subtlety of partnerships involving the public and private sectors that have 
emerged over the last three centuries. These “public/private partnerships” have evolved from 
government’s desire to steer private investment towards certain types of scientific activity and 
the development and use of new technologies. Thus, the federal government has attempted to 
establish an environment that is conducive for private sector investment in research and 
development (R&D), as well as one in which the public and private sectors can be partners in 
undertaking innovative activity. 
 
Section 4 emphasizes the role of technology in economic growth and sets the stage for 
understanding the scope of science and technology policy mechanisms used to maintain national 
growth. Fundamental to all such policy instruments is the relationship among investment in 
R&D, technological advancement, and economic growth. Dimensions of R&D are described in 
Section 5. The following section introduces the second part of the primer by emphasizing the 
entrepreneurial nature of firms, both to innovate and to respond to policy initiatives. Section 6 
advances an economic rationale for government’s role in the innovation process. An articulation 
of such a role has long been absent from science and technology policy debates. Having set forth 
this rationale, four policy mechanisms are discussed from a historical as well as an economic 
perspective: patent laws in Section 7, tax incentives in Section 8, research collaborations in 
Section 9, and public/private partnerships that subsidize research in Sections 10 and 11. These 
mechanisms, and their relationship to firm behavior, are summarized in Section 12. 
 

 
1 We do not emphasize the analytical development of the academic literature herein, but rather we summarize salient 
conclusions from the literature so as to provide a broad context for understanding attendant policies. 



All of the policy mechanisms discussed in Sections 7 through 11 are designed to stimulate the 
private sector’s demand for R&D resources. For demand mechanisms to be effective there must 
also be a supply response in terms of the education and increased availability of scientists and 
engineers. This is the topic of Section 13. As with all public-sector initiatives, there is also an 
issue of public accountability. How effectively are public research funds being spent? The 
history of public accountability and related evaluation methods are described in Section 14. 
Section 15 constitutes our summary statement regarding the current state of the field of 
economics of science and technology and future directions. 
 
2. Fundamental concepts 
 
As in any new field—and we view the economics of science and technology as an emerging field 
that draws on concepts from numerous disciplines— there are several fundamental concepts. 
Thus, we begin with several definitions. 
 
In everyday conversation, terms such as science and technology, as well as invention and 
innovation, are often used interchangeably. However, for academics and policymakers there are 
important distinctions that give each of these terms a unique meaning. 
 
Science, in a broad sense, is the search for knowledge, and that search is based on observed facts 
and truths. Thus, science begins with known starting conditions and searches for unknown end 
results (Nightingale, 1998). Technology is the application of new knowledge learned through 
science to some practical problem. Technological change is the rate at which new knowledge is 
diffused and put into use in the economy. 
 
Closely related to science and technology are the concepts of invention and innovation. 
Following Bozeman and Link (1983, p. 4): 
 

The concepts commonly used in connection with innovation are deceptively simple. 
Invention is the creation of something new. An invention becomes an innovation when it 
is put in use. 

 
Innovations may be new products, new processes, or new organizational methods that are novel 
and add value to economic activity. Thus, invention parallels the concept of science and 
innovation parallels the concept of technology. 
 
It is useful to think of an innovation as something new that has been brought into use. Thus, this 
innovation represents, in a sense, a new underlying technology.2 Embedded in this distinction 
between invention and innovation is a process whereby inventions become applied. This process 
is central to what we call entrepreneurship. Entrepreneurship is a process involving the 
organization of resources, and the output of that process is an innovation.3 Of course, for 

 
2 When the innovation is itself the final marketable result, it is sometimes referred to as a product innovation. When 
the innovation is applied in a subsequent production process it is sometimes referred to as a process innovation 
(meaning that its application affects a production process). 
3 It is not uncommon to see this process referred to as the innovation process. 



entrepreneurship to have economic value the resultant output or innovation must have economic 
value. 
 
From an economic perspective, the concept of entrepreneurial innovation can be traced back to 
the Physiocrats in France in the mid-1700s. Baudeau (1910, p. 46) referred to a process guided 
by an active agent, which he called an entrepreneur, within a capitalistic system4: 
 

Such is the goal of the grand productive enterprises: first to increase the harvest by two, 
three, four, ten times if possible; secondly to reduce the amount of labor employed and so 
reduce costs by a half, a third, a fourth, or a tenth, whatever possible. 

 
Embedded in this conceptualization of entrepreneurship is the notion of an innovative process, 
one perhaps as simple as the perception of new technology adopted from others so as to increase 
agricultural yield, or one as refined as the actual development of a new technology to do the 
same. When the process is completed, and when the innovation is put into use, there will be an 
increase in productivity, and possibly, substitution of capital for labor. 
 
We have defined entrepreneurship as a process: an output is the promotion of one’s own 
innovation or the adoption of another’s innovation. The term entrepreneurship is commonly used 
to refer to a businessman or even to a risk taker. We use the term entrepreneur in a much broader 
sense; an entrepreneur is one who perceives an opportunity and has the ability to act upon it. 
Hence, entrepreneurship is a process that involves both perception and action. The perception of 
the opportunity may be influenced by changes in strategic directions or competitive markets, but 
perception of the opportunity is the fundamental first step. The consequent step is the ability to 
act on that perception. What defines the entrepreneur is the ability to move technology forward 
into innovation. The technology may be discovered or developed by others. The entrepreneur is 
able to recognize the commercial potential of the invention and organize the capital, talent, and 
other resources that turn an invention into a commercially viable innovation. 
 
What are the requisite resources needed for action, which takes the perception of an opportunity 
forward to result in an innovation? One obvious answer is research and development (R&D), 
that is, the commitment of resources to invention and innovation. R&D not only provides a stock 
of knowledge to encourage perception but also the ability for the firm to foster action. However, 
firms that do not conduct R&D can still be entrepreneurial, as discussed above. In such firms, 
innovations are likely to be introduced rather than produced. Such firms act in an entrepreneurial 
manner by hiring creative individuals and providing them with an environment conducive for the 
blossoming of their talents. 
 
Consider R&D-active firms. The R&D they conduct serves two general purposes. First, it 
provides the resource base from which the firm can respond to an opportunity with perceived 
strategic merit or technical opportunity that allows the firm to develop a commercial market. 
Second, those scientists involved in R&D are the internal resource that facilitates the firm’s 
being able to make decisions regarding the technical merits of others’ innovations and how 
effectively those innovations will interface with the existing technological environment of the 
firm. The firm may choose to purchase or license this technology or undertake a new R&D 

 
4 See Hébert and Link (1988) for a complete history of the concept of the entrepreneur. 



endeavor. In this latter sense, one important role of R&D is to enhance the absorptive capacity of 
the firm.5 
 
Thus, the role of R&D in enhancing the absorptive capacity of the firm goes beyond simply 
assessing the technical merits of potentially purchasable technology. It allows the firm to 
interpret the extant technical literature, to interface when necessary with the research laboratories 
of others, in a research partnership relationship, or to acquire technical explanations from, say, a 
federal laboratory or university laboratory; or simply to solve internal technical problems. 
 
Figure 1 provides an initial view of what we term the entrepreneurial process. This initial 
analysis will be expanded upon, but here it introduces the following concepts: 
 

• The organization, typically a private firm, has a focus that results from its agreed upon 
strategic direction. This strategic direction, coupled with competitive market conditions, 
generates an entrepreneurial response. 

• The purposive activity associated with the entrepreneurial response leads to an 
innovation. 

• There are market forces at work that are, in part, beyond the influence of the firm and 
these forces determine the economic value of the innovation and hence the value added to 
the project as well as to the user of the innovation. 

 
There is a subtle distinction between entrepreneurship or the innovation process and the process 
of science and discovery. As noted above, science moves from starting conditions toward 
unknown results whereas the innovation process starts with an anticipated intended result and 
moves toward the unknown starting conditions that will produce it. 
 

 
Figure 1. The entrepreneurial process: an initial look 
 
3. Historical background6 
 
The history of science, technology, and economic growth in the United States was greatly 
influenced by the scientific discoveries and university infrastructure within Europe at the time of 
colonization. While difficult to pinpoint how or which specific elements of scientific and 
technical knowledge diffused across the Atlantic, certain milestone events can be dated and 
pivotal individuals can be singled out. This background gives us an appreciation for the role that 
science and technology resources played in the developing American nation and contributed to 
shaping the preeminent role that the former colony achieved. 
 

 
5 See Cohen and Levinthal (1989) for a detailed development of this idea. 
6 This section draws directly from UNESCO (1968) and National Science Board (2000). 



An understanding of these historical events and players is important because it allows one to 
understand the environment in which innovation takes place and the genesis of the assumptions 
that underlie the public policies that influence this environment. It also illustrates the evolving 
role that the government has taken in promoting science and technology. 
 
The colonial period 
 
The first member of the Royal Society of London to immigrate to the Massachusetts Bay Colony 
was John Winthrop, Jr. in 1631, just a few years after the founding of the Colony. As a scientist, 
he is credited with establishing druggist shops and chemistry laboratories in the surrounding 
villages to meet the demand for medicine. According to UNESCO (1968, p. 9), these ventures 
were “perhaps the first science based commercial enterprise of the New World.” 
 
Before the turn of the eighteenth century, colonists made noticeable advances toward what may 
be called a scientific society, organizing scientists who came from England and other European 
countries into communities that promoted scientific inquiry. In 1683, the Boston Philosophical 
Society was formed to advance knowledge in philosophy and natural history. Benjamin Franklin 
formed the American Philosophical Society of Philadelphia in 1742 to encourage 
correspondence with colonists in all areas of science. It later merged with the Franklin-created 
American Society to promote what Franklin called “useful knowledge,” and it still exists today. 
This combined Society focused on making available advancements in agriculture and medicine 
to all individuals by sponsoring the first medical school in America (also supported by the 
Pennsylvania House of Representatives). Thus, Franklin’s Society was a hallmark of how public 
and private sector interests could work together for the common weal.7 
 
Influenced by the actions of Pennsylvania and later Massachusetts with regard to sponsorship of 
scientific institutions, the establishment of national universities for the promotion of science was 
first discussed at the Constitutional Convention in 1787. However, at that time the founders of 
the Constitution believed educational and scientific activities should be independent of direct 
national governmental control. But, they felt that the national government should remain an 
influential force exerting its influence through indirect rather than direct means. For example, 
Article I, Section 8, of the Constitution permits the enactment of patent law: 
 

The Congress shall have the power ... To promote the progress of science and useful arts, 
by securing for limited times to authors and inventors the exclusive right to their 
respective writings and discoveries.8 

 
However, Thomas Jefferson championed a more direct role for the government in the area of 
science. While president, Jefferson sponsored the Lewis and Clark expedition in 1803 to advance 
the geographic knowledge of the nation, thus making clear that “the promotion of the general 
welfare depended heavily upon advances in scientific knowledge” (UNESCO, 1968, p. 11). In 
fact, this action by Jefferson set several important precedents including the provision of federal 
funds to individuals for scientific endeavors. 

 
7 There is a strong similarity between this early public/private partnership and the establishment of the land-grant 
college system under the Morrill Act in 1862. 
8 Congress passed the first patent act in 1790. 



 
Although the Constitution did not set forth mechanisms for establishing national academic 
institutions based on the founders’ belief that the government should have only an indirect 
influence on science and technical advancement, the need for a national institution related to 
science and technology was recognized soon after the Revolutionary War. For example, West 
Point was founded in 1802 as the first national institution of a scientific and technical nature, 
although Connecticut established the first State Academy of Arts and Sciences in 1799. 
 
In the early 1800s, universities began to emphasize science and technical studies, and in 1824 
Rensselaer Polytechnic Institute was founded in New York State to emphasize the application of 
science and technology. The American Journal of Science was the first American scientific 
publication, followed in 1826 by the American Mechanics Magazine. 
 
The social importance of the government having a direct role in the creation and application of 
technical knowledge was emphatically demonstrated in the 1820s and 1830s through its support 
of efforts to control the cholera epidemic of 1822. Also during that time period federal initiatives 
were directed toward manufacturing and transportation. In fact, the Secretary of the Treasury—
the Department of the Treasury being the most structured executive department at that time—
directly funded the Franklin Institute in Philadelphia to investigate the causes of these problems. 
This action, driven by public concern as well as the need to develop new technical knowledge, 
was the first instance of the government sponsoring research in a private-sector organization. 
 
In 1838, the federal government again took a lead in the sponsorship of a technological 
innovation that had public benefits. After Samuel Morse demonstrated the feasibility of the 
electric telegraph, Congress provided him with $30,000 to build an experimental line between 
Baltimore, Maryland, and Washington, DC. This venture was the first instance of governmental 
support to a private researcher.9 
 
Public/private research relationships continued to evolve in frequency and in scope. In 1829, 
James Smithson, gifted $500,000 to the United States to found an institution in Washington, DC 
for the purpose of “increasing and diffusing knowledge among men” (UNESCO, 1968, p. 12). 
Using the Smithson gift as seed funding, Congress chartered the Smithsonian Institution in 1846, 
and Joseph Henry became its first Executive Officer. Henry, a renowned experimental physicist, 
continued the precedence of a federal agency directly supporting research through grants to 
individual investigators to pursue fundamental research. Also, the Institution represented a base 
for external support of scientific and engineering research since, during the 1850s, about 100 
academic institutions were established with science and engineering emphases. 
 
Thus, the pendulum had made one complete swing in the hundred years since the signing of the 
Constitution. In the early years, the government viewed itself as having no more than an indirect 
influence on the development of science and technology, but over time its role changed from 

 
9 One could make an argument that Jefferson’s funding of Lewis and Clark was the first instance of public support 
for pure research, whereas Morse was funded to conduct applied research. There are other historical examples of 
governmental support to individuals for research that has the potential to benefit society, such as the Longitude Act 
of 1714. The British Parliament offered a prize (equal to several million dollars in today’s terms) for a practicable 
solution for sailing vessels to determine longitude (Sobel, 1995). 



indirect to direct. This change was justified in large part because advances in science and 
technology are viewed as promoting the public interest. 
 
Toward a national infrastructure 
 
Scientists had long looked toward the European universities for training in the sciences, but now 
an academic infrastructure was beginning to develop in the United States. Harvard University 
awarded its first bachelor of science degree in 1850. The development of an academic science 
base and the birth of technology-based industries (e.g., the electrical industry) in the late 1850s 
established what would become the foundation for America’s technological preeminence. 
 
In 1863, during the Civil War, Congress established the National Academy of Sciences. The 
federal government funded the Academy but not the members affiliated with it who had “an 
obligation to investigate, examine, experiment, and report upon any subject of science or art in 
response to a request from any department of the Government” (UNESCO, 1968, p. 14). Then, 
as today, the Academy is independent of governmental control. 
 
The Morrill Act of 1862 established the land grant college system thereby formally recognizing 
the importance of trained individuals in the agricultural sciences. The Act charged each state to 
establish at least one college in the agricultural and mechanical sciences. Each state was given 
30,000 acres of federal land per each elected U.S. Senator and Representative. An important 
outgrowth of this land grant system was a mechanism or infrastructure through which state and 
federal governments could financially support academic research interests. 
 
Although the federal government was encouraging an infrastructure to support science and 
technical research, it did not have a so-called inhouse staff of permanent professionals who were 
competent to identify either areas of national importance or areas of importance to specific 
agencies. In 1884, Congress established the Allison Commission to consider this specific issue. 
While many solutions were debated, including the establishment of a Department of Science—an 
idea that resurfaces every few decades—the Commission soon disbanded without making any 
recommendations much less reaching closure on the matter. One could conclude from the 
inaction of the Commission that it favored the decentralized administrative architecture that had 
evolved over time as opposed to a centralized one. 
 
Toward an industrial infrastructure 
 
Most scientists in the United States in the 1870s and 1880s had been trained in Europe, Germany 
in particular. What they experienced firsthand were the strong ties between European industries 
and graduate institutions. European companies invested in professors and in their graduate 
students by providing them with funds and access to expensive materials and instruments. In 
return, the firms gained lead-time toward new discoveries, as well as early access to the brightest 
graduate students as soon as they completed their studies.10 This form of symbiotic arrangement 
became the norm for the European-trained scientists who were working in U.S. industries and 
U.S. universities. 

 
10 This presumption has been the genesis for the formation of many science parks around the world. See Link 
(1995). 



 
By the turn of the century, it was widely accepted among industrial leaders that scientific 
knowledge was the basis for engineering development and was the key to remaining competitive. 
Accordingly, industrial research laboratories soon began to blossom as companies realized their 
need to foster scientific knowledge outside of the university setting.11 There are a number of 
examples of this strategy. 
 
General Electric (GE) established the General Electric Research Laboratory in 1900 in response 
to competitive fears that improved gas lighting would adversely affect the electric light business, 
and that other electric companies would threaten GE’s market share as soon as the Edison 
patents expired. Similarly, AT&T was facing increasing competition from radio technology at 
the same time. In response, AT&T established Bell Laboratories to research new technology in 
the event that wire communications were ever challenged. And as a final example, Kodak 
realized at the turn of the century that it must diversify from synthetic dyes. For a number of 
years Kodak relied on German chemical technology, but when that technology began to spill 
over into other areas such as photographic chemicals and film, Kodak realized that their 
competitive long-term health rested on their staying ahead of their rivals. Kodak too formed an 
in-house research laboratory. 
 
Many smaller firms also realized the competitive threats that they could potentially face as a 
result of technological competition, but because of their size they could not afford an in-house 
facility. So as a market response, contract research laboratories began to form. Arthur D. Little 
was one such contract research laboratory that specialized in the area of chemicals. 
 
Just as industrial laboratories were growing and being perceived by those in both the public and 
private sectors as vitally important to the economic health of the nation, private foundations also 
began to grow and to support university researchers. For example, the Carnegie Institution of 
Washington was established in 1902, the Russell Sage Foundation in 1907, and the Rockefeller 
Foundation in 1913. 
 
In the early-1900s science and technology began to be embraced—both in concept and in 
practice—by the private sector as the foundation for long-term competitive survival and general 
economic growth. 
 
World War I and the years that followed 
 
Increased pressure on the pace of scientific and technical advancements came at the beginning of 
World War I. The United States had been cut off from its European research base. Congress, in 
response, established the Council of National Defense in 1916 to identify domestic pockets of 
scientific and technical excellence. The National Academy of Sciences recommended to 
President Woodrow Wilson the formation of the National Research Council to coordinate 
cooperation between the government, industry, and the academic communities toward common 
national goals.12 The prosperity of the post-World War I decade also created an atmosphere 
supportive of the continued support of science and technology. In 1920, there were about 300 

 
11 An excellent history of the growth of U.S. industrial research organizations is in Hounshell (1996). 
12 The Allison Comission failed in 1884 to formulate an infrastructure to undertake this task. See above. 



industrial research laboratories, and by 1930 there were more than 1,600.13 Of the estimated 
46,000 practicing scientists in 1930, about half were at universities and over a third were in 
industry. Herbert Hoover was Secretary of Commerce at this time. He adopted the philosophy 
that (UNESCO, 1968, p. 18): 
 

... pure and applied scientific research constitute a foundation and instrument for the 
creation of growth and efficiency of the economy. 

 
In response to the Great Depression and the subsequent national economic crisis, two important 
events occurred in 1933. One was the appointment of a Science Advisory Board and the other 
was the establishment of a National Planning Board. Whereas the National Research Council had 
been organized around fields of science to address governmental needs, the Science Advisory 
Board was multi-field and organized around impending national problems. The National 
Planning Board was formed on the presumption that there were areas of economic concern that 
required a national perspective rather than a field-of-science perspective. In 1934, the National 
Resources Committee replaced the National Planning Board, and it then subsumed the Science 
Advisory Board. The bottom line was, after all of the organizational issues were settled, that the 
federal government recognized through the formation of these committees and boards that it had 
and would continue to have an important coordinating role to play in the science and technology 
planning toward a national goal of economic well being. Hence, the pendulum began to swing 
away from government having a hands-on role toward it having an indirect influence on planning 
the environment for science and technology. 
 
In 1938, the Science Committee of the National Resources Committee issued a multi-volume 
report entitled, Research—A National Resource. Some important first principles were articulated 
in that report. These principles have since then formed a basis for economists and policy makers 
to rationalize/justify the role of government in science and technology. The report is explicit that: 
 

• There are certain fields of science and technology, which the government has a 
Constitutional responsibility to support. These fields include defense, determination of 
standards, and certain regulatory functions. 

• The government is better equipped to carry on research in certain fields of science than 
the private sector. These are areas where “research is unusually costly in proportion to its 
monetary return but is of high practical or social value” (p. 25). Examples cited in the 
report include aeronautical and geological research. 

• Research by the government “serves to stimulate and to catalyze scientific activity by 
nongovernmental agencies. In many fields, new lines of research are expensive and 
returns may be small or long delayed. Industry cannot afford to enter such fields unless 
there is reasonable prospect of definite financial gain within a predictable future, and it is 
under such circumstances that the Government may lead the way...” (p. 26). One example 
cited was the Navy Department’s influence on the development of the steel industry. 

 

 
13 Historical data on the number of industrial research laboratories is less than precise. Crow and Bozeman (1998) 
report, based on secondary sources, that in 1920 there were about 500 research laboratories, and just over 1,000 in 
1930. Regardless of the precise number that existed in 1920, the direction of growth in industrial research 
laboratories since then is clear. 



World War II and the years that followed 
 
The involvement of the United States in World War II had a dramatic impact on the scope and 
direction of government’s support of science and technology. Prior to the war, there were about 
92,000 scientists, with about 20 percent in government and the remaining 80 percent being 
almost equally divided between universities and the more than 2,200 industrial laboratories. 
Clearly, the United States had a significant scientific resource base to draw upon for it war 
efforts. 
 
In 1940, President Roosevelt established the National Defense Research Committee and asked 
Vannevar Bush, President of Carnegie Institution of Washington, to be its chairman. The purpose 
of this committee was to organize scientific and technological resources toward enhancing 
national defense. It soon became apparent that this task required an alternative administrative 
structure. In 1941, Roosevelt issued an Executive Order establishing the Office of Scientific 
Research and Development (OSRD) with Bush as Director. The OSRD did not conduct research; 
rather it realized that there were pockets of scientific and technological excellence throughout the 
country, and through contractual relationships with universities and industry and government 
agencies it could harness national strengths with a focus on ending the war. One hallmark event 
from the efforts of the OSRD was the establishment of the Los Alamos Laboratory in New 
Mexico under the management of the University of California. What came about from the 
collective efforts of the resources acquired by the Office were not only atomic weapons but also 
radar. 
 
By 1944, it was clear that World War II was almost over. President Roosevelt then asked Bush to 
develop recommendations as to how scientific advancements could contribute in the larger sense 
to the advancement of national welfare. In his November 17, 1944 letter to Bush, President 
Roosevelt stated: 
 

The Office of Scientific Research and Development, of which you are the Director, 
represents a unique experiment of team-work and cooperation in coordinating scientific 
research and in applying existing scientific knowledge to the solution of the technical 
problems paramount in war. ... There is ... no reason why the lessons to be found in this 
experiment cannot be profitably employed in times of peace. This information, the 
techniques, and the research experience developed by the Office of Scientific Research 
and Development and by the thousands of scientists in the universities and in private 
industry, should be used in the days of peace ahead for the improvement of the national 
health, the creation of new enterprises bringing new jobs, and the betterment of the 
national standard of living. ... New frontiers of the mind are before us, and if they are 
pioneered with the same vision, boldness, and drive with which we have waged this war 
we can create a fuller and more fruitful employment and a fuller and more fruitful life. 

 
Shortly before asking Bush to prepare this report, Senator Kilgore from West Virginia had 
introduced a bill to create a National Science Foundation. The Kilgore bill recommended giving 
authority to federal laboratories to allocate public moneys in support of science to other 
government agencies and to universities. Clearly, this recommendation gave a direct role to 
government in shaping the technological course of the country not only in terms of scientific 



direction but also in terms of what groups would conduct the underlying research. The bill was 
postponed until after the war. 
 
Bush submitted his report, Science—The Endless Frontier, to President Roosevelt on July 25, 
1945. In Bush’s transmittal letter to the president he stated: 
 

The pioneer spirit is still vigorous within this Nation. Science offers a largely unexplored 
hinterland for the pioneer who has the tools for his task. The reward of such exploration 
both for the Nation and the individual are great. Scientific progress is one essential key to 
our security as a nation, to our better health, to more jobs, to a higher standard of living, 
and to our cultural progress. 

 
The foundations set forth in Science—The Endless Frontier are: 
 

• “Progress ... depends upon a flow of new scientific knowledge” (p. 5). 
• “Basic research leads to new knowledge.14 It provides scientific capital. ... New products 

and new processes do not appear full-grown. They are founded on new principles and 
new conceptions, which in turn are painstakingly science” (p. 11). 

• “The responsibility for the creation of new scientific knowledge ... rests on that small 
body of men and women who understand the fundamental laws of nature and are skilled 
in the techniques of scientific research” (p. 7). 

• “A nation which depends upon others for its new basic scientific knowledge will be slow 
in its industrial progress and weak in its competitive position in world trade, regardless of 
its mechanical skill” (p. 15). 

• “The Government should accept new responsibilities for promoting the flow of new 
scientific knowledge and the development of scientific talent in our youth” (p. 7). 

• “If the colleges, universities, and research institutes are to meet the rapidly increasing 
demands of industry and Government for new scientific knowledge, their basic research 
should be strengthened by use of public funds” (p. 16). 

• “Therefore I recommend that a new agency for these purposes be established” (p. 8). 
 
Bush recommended in his report the creation of a National Research Foundation. Its proposed 
purposes were to: 
 

... develop and promote a national policy for scientific research and scientific education, 

... support basic research in nonprofit organizations, ... develop scientific talent in 
American youth by means of scholarships and fellowships, and ... contract and otherwise 
support long-range research on military matters. 

 
Bush envisioned a National Research Foundation that would provide funds to institutions outside 
government for the conduct of research. Thus, this organization differed from Kilgore’s proposed 
National Science Foundation in that Bush advocated an indirect role for government. There was 

 
14 The term “basic research” is credited to Vannevar Bush. He proffered the definition: “Basic research is performed 
without thought of practical ends.” “Basic research” thus is equivalent to “science.” 



agreement throughout government that an institutional framework for science was needed, but 
the nature and emphases of that framework would be debated for yet another five years.15 
 
Science—The Endless Frontier affected the scientific and technological enterprise of this nation 
in at least two ways. It laid the basis for what was to become the National Science Foundation in 
1950. Also, it set forth a paradigm that would over time influence the way that policy makers and 
academic researchers thought about the process of creating new technology. The so-called linear 
model set forth by Bush is often represented by: 
 

Basic Research → Applied Research 
 → Development 
 → Enhanced Production 
 → Economic Growth 
 
Complementing Science—The Endless Frontier was a second, and often overlooked, report 
prepared in 1947 by John Steelman, then Chairman of the President’s Scientific Research Board. 
As directed by an Executive Order from President Truman, Steelman, in Science and Public 
Policy, made recommendations on what the federal government could do to meet the challenge 
of science and assure the maximum benefits to the Nation. Steelman recommended that national 
R&D expenditures should increase as rapidly as possible, citing (p. 13): 
 

1. Need for Basic Research. Much of the world is in chaos. We can no longer rely as we 
once did upon the basic discoveries of Europe. At the same time, our stockpile of 
unexploited fundamental knowledge is virtually exhausted in crucial areas. 

2. Prosperity. This Nation is committed to a policy of maintaining full employment and full 
production. Most of our frontiers have disappeared and our economy can expand only 
with more intensive development of our present resources. Such expansion is 
unattainable without a stimulated and growing research and development program. 

3. International Progress. The economic health of the world—and the political health of the 
world—are both intimately associated with our own economic health. By strengthening 
our economy through research and development we increase the chances for international 
economic well-being. 

4. Increasing Cost of Discovery. The frontiers of scientific knowledge have been swept so 
far back that the mere continuation of pre-war growth, even in stable dollars, could not 
possibly permit adequate exploration. This requires more time, more men, more 
equipment than ever before in industry. 

5. National Security. The unsettled international situation requires that our military research 
and development expenditures be maintained at a high level for the immediate future. 
Such expenditures may be expected to decrease in time, but they will have to remain 
large for several years, at least. 

 
An important element of the Steelman report was the recommended creation of a National 
Science Foundation, similar in focus to the National Research Foundation outlined by Bush. 
And, Congress passed the National Science Foundation Act in 1950. 

 
15 See National Science Board (2000) for background information. 



 
Renewed post-war attention toward science and technology came with the success of the Soviet 
Union’s space program and the orbit of its Sputnik I in October 1957. In response, President 
Eisenhower championed a number of committees and agencies to ensure that the United States 
could soon be at the forefront of this new frontier. Noteworthy was the National Defense 
Education Act of 1958, which authorized $1 billion in federal moneys for support of science, 
mathematics, and technology graduate education. This proposal is precisely the type of support 
that Bush recommended in his report. 
 
As the post-World War II period came to a close, there was a well-established national and 
industrial infrastructure to support the advancement of science and technology. But, more 
important than the infrastructure, there was an imbedded belief that scientific and technological 
advancements are fundamental for economic growth, and that the government has an important 
supporting role—both direct and indirect—to ensure such growth. 
 
Every president since Eisenhower has initiated major science policy initiatives.16 Kennedy set 
the goal of sending a man to the moon by the end of the 1960s and funded the needed programs 
to make this a reality. Johnson emphasized the use of scientific knowledge to solve social 
problems through, for example, his War on Poverty. Nixon dramatically increased federal 
funding for biomedical research as part of his War on Cancer. Ford created the Office of Science 
and Technology Policy (OSTP) within the Executive Branch. Carter initiated research programs 
for renewable energy sources such as solar energy and fission. During the Reagan 
administration, expenditures on defense R&D increased dramatically as part of his Star Wars 
system. President Bush (no relationship to Vannevar Bush) set forth this nation’s first technology 
policy (see below) and increased the scope of the National Institute of Standards and Technology 
(NIST, see below). President Clinton established important links between science and 
technology policy, championing programs to transfer public technology to the private sector. 
 
4. Economic growth and technological change 
 
In the previous section, we described Vannevar Bush’s paradigm of research and development 
leading to economic growth. As a practical matter, economic growth is generally defined at the 
macroeconomic level in terms of Gross Domestic Product (GDP).17 Figure 2 shows GDP-related 
growth for a number of countries. GDP per capita is greater in the United States than in any of 
the other industrial nation shown in the figure. 
 
An inspection of Figure 2 raises a number of questions, two of which are: Why do economies 
grow? and, Why has the U.S. economy outperformed that of other industrial nations even after 
controlling for national size? 
 

 
16 See National Science Board (2000). 
17 Gross Domestic Product (GDP) is the value of all the goods and services produced in an economy. In order to 
make cross-country comparisons we normalize GDP by dividing for the size of the country’s population. This 
adjustment allows a comparison of the standard of living for the average person. Economic growth is often thought 
of in terms of increases in GDP per capita over time. 



 
Figure 2. Real GDP per capita for selected countries 1960–1999 (U.S. $1000). Source: Science 
and Engineering Indicators—2000, Appendix Table 7-3. 
 
Theories of economic growth 
 
The early literature on economic growth is formulated analytically using what economists refer 
to as a production function. Simply put, a production function represents the relationship 
between the output of an economic unit (a firm, industry, or economy) and the factors of 
production—or inputs or resources—used to produce that output. 
 
If output, Q, can be defined in terms of the two most basic factors of production, the stock of 
capital (plant and equipment), K, and the stock of labor, L, then a basic production function can 
be written as: 
 

𝑄𝑄 = 𝑓𝑓(𝐾𝐾, 𝐿𝐿). (1) 
 
Equation (1) denotes that a firm’s, industry’s, or economy’s output will change in response to 
changes in either the quantity or quality of capital or the quantity or quality of labor. However, to 
account for other influences on output such as new technology, the production relationship in 
Equation (1) can be modified most simply to include a catch-all variable, A, as: 
 

𝑄𝑄 = 𝐴𝐴𝐴𝐴(𝐾𝐾, 𝐿𝐿) (2) 
 
where, to be more specific, A is a shift factor to account for exogenous technological factors (as 
opposed to conventional factor inputs such as K and L) that affect production, and where, 
because of the inclusion of A in Equation (2), F(K, L) is distinct from f(K, L) in Equation (1). 
 
By dividing both sides of Equation (2) by the combination of K and L inputs (i.e., by total 
factors) denoted by F(K, L), variable A can be interpreted as an index of output per unit of all 
inputs or of total factor productivity. 
 

𝐴𝐴 = 𝑄𝑄/𝐹𝐹(𝐾𝐾, 𝐿𝐿). (3) 
 



Early on, Robert Solow (1957), who was subsequently awarded the Nobel Prize in economics, 
estimated a variation of Equation (3) using aggregate U.S. data. He calculated changes in the 
value of A between 1909 and 1949. His analysis showed that more than 87 percent of the growth 
in the U.S. economy could not be explained by the growth in capital and labor, and hence the 
residual or unexpected portion of growth must be attributable to something else.18 Solow 
speculated that what was captured in his residual calculation may reflect technology advance 
over time. Changes in A from Equation (3) measure what is called total factor productivity 
growth, or technological advancement. 
 
Other researchers, using alternative frameworks, reached similar conclusions. Abramovitz 
(1956), for example, referred to the unexplained portion of growth more cautiously as a measure 
of our “ignorance.” This implied that while economists were able to calculate unexplained 
growth, they were unable to provide a conclusive explanation for what caused improvements in 
economic performance. Unlike Solow, Abramovitz speculated in some detail that growth not 
attributable to capital and labor was likely due to improvements in education and increases in 
research and development activity (R&D). 
 
The academic literature is replete with theories to explain growth over time. The so-called “old 
growth” theory literature (Nelson and Phelps, 1966) is based on more sophisticated versions of 
Equation (1). That is, this literature emphasizes additional inputs aside from K and L such as 
investments in R&D and education. As well, it emphasizes the greater specificity by which 
inputs are measured including consideration for the heterogeneity of K and L (e.g., new vintages 
of K embody others’ technological investments). 
 

 
Figure 4. The entrepreneurial process: a second look. 
 
The so-called “new growth” theory (Romer, 1986, 1994) emphasizes the influence of other 
factors on growth that are not directly specified in an expanded version of Equation (1). These 
factors include, for example, technologies or efficiencies that spillover into a firm’s production 
function either from other firms or from general advances in the economy (such as information 
technology) or that spillover into a nation’s production function from trade policies. New growth 
theory is also based on careful, explicit analytical modeling of the incentives of agents to invest 
in new technology. Figure 4 expands upon Figure 1 to incorporate these ideas. In particular, two 
new elements are included in Figure 4 that were not in Figure 1. First, in-house or private 
investment in R&D is shown to have an influence on how the firm responds to the interaction of 
its strategic direction and its competitive environment. Second, we have capsulated the essence 

 
18 In a sense, A in Equation (3) is a residual. It captures changes in output over time that are not explained by 
changes in inputs. 



of new growth theory by simply acknowledging that external influences affect firm performance 
directly as well as indirectly through innovation. 
 
Regardless of whether one adheres to the more narrow old theories or the broader new theories, 
the evidence is overwhelming that technology drives economic growth. There was renewed 
interest in promoting economic growth in the postwar aftermath of the destruction of the 
industrial base of many nations. Thus, it is not surprising that greater attention was devoted to the 
analysis of R&D, which was hypothesized early on to be an important determinant of economic 
growth. 
 
5. Dimensions of R&D 
 
For purposes of measurement, there are three fundamental dimensions of R&D. The first relates 
to the source of funding of R&D (who finances R&D), the second to the performance of R&D 
(who actually does the work), and the third to the character of use of R&D (whether the work is 
basic research, applied research, or development). These three fundamental dimensions are not 
mutually exclusive. 
 
There are also other important aspects of R&D. One such dimension is related to the size of 
firms that conduct R&D, a second to the geographical distribution of R&D, and a third to the 
relationship between R&D and total factor productivity growth. We now consider each of these 
dimensions in turn. 
 
Sources of funding of R&D 
 
The top row of Table II shows the sources for the $247.0 billion of R&D expenditures in the 
United States in 1999. Industry accounted for nearly 69 percent of those expenditures; the federal 
government another 27 percent; and all other sources, including state and local governments, 
universities and colleges, and other nonprofit institutions, about 5 percent. 
 
Table II. National R&D expenditures, by performer and funding source: 1999 ($millions) 

 Source of R&D funds 

Performer 
Federal 

government Industry 
Universities 
and colleges 

Non-federal 
government 

Other 
nonprofit 

institutions Total 

Percent 
distribution, 
by performer 

Total R&D 65,853 169,312 5,838 2,085 3,912 247,000 100.0% 
Federal government 17,362 — — — — 17,362 7.0% 
Industry 19,937 165,955 — — — 185,892 75.3% 
Industry FFRDCs 2,166 — — — — 2,166 0.9% 
Universities and colleges 16,137 2,163 5,838 2,085 2,032 28,255 11.4% 
University FFRDCs 6,169 — — — — 6,169 2.5% 
Other nonprofit institutions 3,246 1,194 — — 1,880 6,320 2.6% 
Nonprofit FFRDCs 836 — — — — 836 0.3% 
Percent distribution, by source 26.7% 68.5% 2.4% 0.8% 1.6% 100%  

Source: National Science Foundation. 
 
The primacy of industry in funding R&D has not always held, as shown in Figure 5. In the 
aftermath of World War II up through the early 1980s, the federal government was the leading 



provider of R&D funds in the Nation. Although a federal R&D presence existed before then, 
during the war the federal government dramatically expanded its R&D effort by establishing a 
network of federal laboratories, including atomic weapons laboratories. It was at that time that 
the federal government also greatly increased its support to extramural R&D performers, 
especially to a select group of universities and large industrial firms. After the war (along with 
the widespread influence of the Bush and Steelman reports), federal R&D support continued to 
expand for both defense and non-defense purposes, including health R&D in the National 
Institutes of Health and—after the establishment of the National Science Foundation in 1950—a 
broad portfolio of fundamental research activities. As a result of a post-Sputnik national 
commitment to catch up to the Soviet space successes, federal support for space-related R&D 
mushroomed in the late 1950s and early 1960s. By 1960, the federal government accounted for 
65 percent of the nation’s total investment (80 percent of which was for defense), and industry 
accounted for 32 percent of the total. 
 

 
Figure 5. U.S. R&D funding by source, 1953–1998 (billions $1992). Source: Science and 
Engineering Indicators—2000, Appendix Table 2-6. 
 
Over the next twenty years the federal government continued to be the leading source of R&D 
funding, although the direction shifted over time. In the early 1960s, the relative defense share of 
federal R&D funding dropped precipitously from 80 percent in 1960 to about 50 percent in 1965, 
where it fluctuated narrowly until 1980. Early on, R&D for space exploration was the primary 
nondefense recipient of federal R&D funding. Indeed more than three-fourths of federal non-
defense R&D funds were in support of NASA’s mission activities by 1965. By 1970, however, 
after the success of several lunar landings, support for other non-defense purposes began to claim 
an increasingly larger share of the federal R&D totals, and continued to do so throughout the 
1970s; notably growth in federal energy R&D occurred as a response to the several oil 
embargoes. Also by 1970, R&D support from industry was on the rise, and it accounted for just 
over 40 percent of the total national R&D effort. As a result of relatively flat federal funding in 
the 1970s and continual slow growth from the industrial sector, the federal government and 
industry accounted for about equal shares by the early 1980s. 
 
Since then the federal government’s share of R&D decreased to about 40 percent of total in 1990 
to its current share, somewhat below 30 percent. Initially, the decreasing federal share came 



about even though federal dollar support for R&D—in absolute terms—was increasing. Between 
1980 and 1987, federal R&D rose about 40 percent after adjusting for inflation. Most of this 
growth, however, was in support of defense activities so that by 1987, the defense R&D share 
had grown to two-thirds of the federal R&D total (its highest share since 1963). After the break-
up of the Soviet Union, the imperative for continual growth in federal defense R&D support was 
not as strong and the federal R&D total once again slowed (and even fell in constant dollars). 
 
In terms of which agencies provide the R&D funds, federal sources are highly concentrated 
among just a few agencies. According to the latest data provided by the agencies themselves, of 
the $74 billion obligated for R&D and R&D plant in fiscal year 1998, just five accounted for 94 
percent of all funds: Department of Defense (48%), Department of Health and Human Services, 
primarily the National Institutes of Health (19%), National Aeronautics and Space 
Administration (13%), Department of Energy (9%), and National Science Foundation (3%). 
 
Concurrent with recent reductions in federal R&D spending, major changes have also occurred 
in industrial R&D spending patterns. After lackluster funding in the early 1990s (reflecting the 
impact of mild recessions on its R&D activities) industry R&D support has grown rapidly since 
1994 and now accounts for almost 70 percent of the national R&D total. As a result, and 
compared with the funding patterns of the mid-1960s, industry and government have reversed 
positions. 
 
R&D performers 
 
R&D is performed in what has been termed the U.S. national innovation system. The system is, 
according to Crow and Bozeman (1998, p. 42): 
 

... the complex network of agents, policies, and institutions supporting the process of 
technical advance in an economy. 

 
The performers of R&D within the system are research laboratories. The laboratory performers 
of R&D correspond to the sectors that finance R&D, but not all R&D funded by a sector is 
performed in that sector. For example, industry performed approximately $186 billion of R&D in 
1999, of which $166 billion came from industry itself. The additional amount of R&D performed 
by industry came from the federal government. 
 
Almost one-third of the R&D funded by the federal government is performed in industry, and 
more than one-half of those dollars are spent in the aircraft, missiles, and transportation 
equipment industries. Universities and colleges fund only about 20 percent of the R&D they 
perform. Fifty-seven percent of the R&D performed in universities and colleges comes from the 
federal government and the rest equally from industry, nonprofit institutions, and nonfederal 
government sources. 
 
As shown in Figure 5, since the late-1980s the federal government has decreased its funding of 
national R&D. The lion’s share of that decrease has come in the form of federal allocations for 
R&D performed in industry, for which the R&D level of support displays a somewhat roller-
coaster-like pattern. The latest peak in federal support for industrial R&D was a result of major 



defense-related funding increases for President Reagan’s Strategic Defense Initiative prior to the 
collapse of the Soviet Union. By contrast, federal funding to universities and colleges, adjusted 
for inflation, has increased slightly each year since at least the late 1970s. 
 
There are other important dimensions to the performance of industrial R&D. About three-fourths 
of industrial R&D is performed in manufacturing industries. The dominant manufacturing 
industries in terms of dollars of R&D performed are chemicals and allied products, electrical 
equipment (including computers), and transportation equipment. The remaining one-fourth is 
performed in the non-manufacturing sector, including services. Computer-related services are the 
leaders therein. The steep growth in R&D performed in the services is a relatively recent 
phenomenon. As recently as 15 years ago, manufacturers still accounted for more than 90 
percent of the industrial R&D total. 
 
Also, not all industry-performed R&D occurs within the geographical boundaries of the United 
States. Of the nearly $186 billion in R&D performed by industry in 1998 (the latest year for 
which the foreign-performed data are available), about $16 million, or about 9 percent, was 
conducted in other countries. Foreign investments in R&D are not unique to U.S. firms; the 
outflow of U.S. industrial R&D into other countries is approximately offset by an inflow of 
others’ R&D to be performed in the United States. Most (68 percent) of U.S.-funded R&D 
abroad was performed in Europe—primarily in Germany, the United Kingdom, and France. The 
current European share of U.S. industry’s offshore R&D activity, however, is somewhat less 
than the 75 percent share reported for 1982 (peak year). Overall, U.S. R&D investments abroad 
have generally shifted away from the larger European countries and Canada, and toward Japan, 
several of the smaller European countries (notably Sweden and the Netherlands), Australia, and 
Brazil. Pharmaceutical companies accounted for the largest industry share (18 percent of U.S. 
1997 overseas R&D), which was equivalent to 21 percent of their domestically-financed R&D. 
Much of this pharmaceutical R&D took place in the United Kingdom. 
 
Foreign firms in the United States make substantial R&D investments. From 1987 to 1996, 
inflation-adjusted R&D growth from majority-owned affiliates of foreign firms averaged 10.9 
percent per year, and are now roughly equivalent to U.S. companies’ R&D investment abroad. 
Affiliates of firms domiciled in Germany, Switzerland, the United Kingdom, France, and Japan 
collectively account for 72 percent of this foreign funding. Foreign-funded R&D in the United 
States in 1996 was concentrated in drugs and medicines (mostly from Swiss, German, and 
British firms), industrial chemicals (funded predominantly by German and Dutch firms), and 
electrical equipment (one-third of which came from French affiliates). 
 
R&D by character of use 
 
Vannevar Bush is credited for first using the term “basic research,” which he defined to mean 
research performed without thought of practical ends in his 1945 report to President Roosevelt, 
Science—The Endless Frontier. Since that time, policy makers have been concerned about 
definitions that appropriately characterize the various aspects of scientific inquiry that broadly 
fall under the label of R&D and that relate to the linear model that Bush proffered. 
 



Definitions are important to the National Science Foundation because it collects expenditure data 
on R&D. For those data to accurately reflect industrial and academic investments in 
technological advancement, and for those data to be comparable over time, there must be a 
consistent set of reporting definitions. 
 
The classification scheme used by the National Science Foundation for reporting purposes was 
developed for its first industrial survey in 1953–1954.19 While minor definitional changes were 
made in the early years, namely to modify the category originally referred to as “basic or 
fundamental research” to simply “basic research,” the concepts of basic research, applied 
research, and development have remained much as was implicitly contained in Bush’s 1945 
linear model. 
 
The objective of basic research is to gain more comprehensive knowledge or understanding of 
the subject under study, without specific applications in mind. Basic research is defined as 
research that advances scientific knowledge but does not have specific immediate commercial 
objectives, although it may be in fields of present or potential commercial interest. Much of the 
scientific research that takes place at universities is basic research. Applied research is aimed at 
gaining the knowledge or understanding to meet a specific recognized need. Applied research 
includes investigations oriented to discovering new scientific knowledge that has specific 
commercial objectives with respect to products, processes, or services. Development is the 
systematic use of the knowledge or understanding gained from research directed toward the 
production of useful materials, devices, systems, or methods, including the design and 
development of prototypes and processes.20 
 
Approximately 61 percent of national R&D is development, with 23 percent of R&D being 
allocated to applied research and 16 percent being allocated to basic research. Different sectors 
contribute disproportionately to the Nation’s funding and performance of these R&D component 
categories. Applied research and development activities are primarily funded by industry and 
performed by industry. Basic research, however, is primarily funded by the federal government 
and generally performed in universities and colleges. The decline in federal support of R&D over 
the past decade has primarily come at the expense of applied research and development 
performed in industry. 
 
R&D activity in large and small firms 
 
Table III shows the level of R&D expenditures from all sources for several of the larger R&D-
performing firms in the United States in 1997. These data come from a variety of public sources: 
several patterns can be seen from the data in the table: 
 

• Microsoft (the tenth-largest R&D-active company) invests about one-fifth of the amount 
of R&D invested by General Motors (the largest R&D-active company). Thus, even 
among the R&D giants, R&D expenditures vary dramatically. 

 
19 See Link (1996b) for a detailed history of this classification scheme. 
20 These descriptions come from Science and Engineering Indicators—2000, and they are published in other 
National Science Foundation documents. 



• Microsoft is, however, more than three times as R&D intensive as General Motors, 
meaning that its invests nearly three times the amount as General Motors relative to its 
sales. 

• In general (with notable exceptions such as Cabletron Systems), larger R&D performers 
also spend more on R&D relative to their size than do the lower-ranked firms in the list 
of the top100. 

• The level of R&D expenditures is not unrelated to the industry of the R&D performer. 
For example, first-ranked General Motors and Ford Motor Company are in the 
transportation industry. Second-ranked IBM, Lucent Technologies, Hewlett-Packard, 
Motorola, and Intel are in information systems. 

 
Table III. Largest R&D-active U.S. companies 

Rank in 1997 Company $R&D (millions) $R&D/$sales (%) 
1 General Motors 8,200.0 4.9 
2 Ford Motor Company 6,327.0 4.1 
3 IBM 4,307.0 5.2 
4 Lucent Technologies 3,100.6 11.8 
5 Hewlett-Packard 3,078.0 7.2 
6 Motorola 2,748.0 8.6 
7 Intel 2,347.0 8.6 
8 Johnson & Johnson 2,140.0 9.4 
9 Pfizer 1,928.0 15.4 
10 Microsoft 1,925.0 169 
.    
.    
.    

95 Imation 194.9 8.9 
96 Dana 193.0 2.2 
97 Thermo Electron 191.6 5.4 
98 Eastman Chemical 191.0 4.1 
99 Cabletron Systems 181.8 13.2 

100 Whirlpool 181.0 2.1 
Source: Science & Engineering Indicators—2000, Appendix Table 2-58. 
 
Company-specific data on R&D expenditures for small-sized firms are not readily available. 
However, aggregate NSF data show that $98 billion of the $169 billion that industry spent on 
R&D in 1998 was performed in firms with 10,000 or more employees. Thirty billion dollars 
(18% of the industry total) was performed in firms with fewer than 500 employees. Similarly, 70 
percent of the funds expended were part of company R&D budgets that exceeded $100 million. 
 
Stylized facts aside, there is a more subtle and perhaps more important R&D-related issue. Since 
the early 1980s, policy makers have been concerned that critical American industries were losing 
their competitive dominance of world markets. During the 1990s, these same industries seem to 
have reemerged as major international competitors. While some of this resurgence is a response 
to purposive policies, a portion of it can also be attributable to small firms, many of which were 
not in existence in the early 1980s to be affected by policy and many of which do not even 
conduct R&D. Still, during the 1990s, small firms were a driving engine of growth, job creation, 
and renewed global competitiveness through innovation. 



 
There is a rich literature related to the performance of R&D in small firms as compared to large 
firms. Some of the conclusions from this research are: 
 

• Large firms have a greater propensity to patent than do small firms. 
• Small firms are just as innovative as large firms, in general. But, in some industries, large 

firms have the innovative advantage (pharmaceuticals, aircraft), while in other industries 
small firms have the innovative advantage (software, biotechnology). 

• Small-firm and large-firm innovative activities are complementary. 
 
Table IV provides a selected summary of the findings from the literature on innovation and firm 
size. 
 
Table IV. Selected studies of the relationship between innovation and firm size 
Innovation measure Findings Authors 
R&D R&D spending in positively related to 

firm size 
Mueller (1967) 
Grabowski (1968) 
Mansfield (1968) 

Patents Patenting is positively or proportionally 
related to firm size 

Scherer (1965, 1983) 
Pakes and Griliches (1980) 
Schwalback and Zimmermann (1991) 

New product innovations Parity across firm size, although there are 
differences according to industry 

Acs and Audretsch (1990) 
Audretsch (1995) 

Adoption of advanced 
manufacturing technologies 

Positive relationship between firm size 
and the probability of adopting an 
advanced manufacturing technology 

Romeo (1975) 
Dunne (1994) 
Siegel (1999) 

 
The economic importance of small firms, including the innovative differences between small 
firms and large firms, requires an explanation since the share of overall economic activity 
attributable to small firms is small and it did not increase during the 1990s. The explanation 
relevant to the focus of this primer begins with a model of the knowledge production function.21 
 
The simplified production function in Equation (1) above can be expanded conceptually and 
analytically to include the stock of knowledge as a discrete input along with K and L. One 
investment in knowledge that many firms make is in R&D. However, there are other key factors 
that generate knowledge for the firm besides R&D, and in fact many small firms do not even 
conduct R&D yet they are very innovative. Some such firms rely on knowledge that spills over 
from external sources including universities, and small firms are relatively more adept at 
absorbing knowledge from external sources than large firms. Table V provides a brief summary 
of this spillover literature with respect to small firms. 
 
Included in Table V under the source category of individual spillovers are new employees. Why 
are, for example, small firms able to exploit knowledge embodied in new employees to a greater 
extent than large firms? New and small firms provide the opportunity for creative individuals to 
implement new ideas that otherwise would be rejected or would remain unexploited in an 
organizationally rigid firm. New firms thus serve as agents of change. In a global economy 

 
21 This model was first formalized by Griliches (1979). 



where comparative advantage is based in large part on innovation, small firms are a critical 
resource. Public policies to enhance innovation in small firms are discussed below. 
 
Table V. Selected studies on knowledge spillovers 
Spillover source Findings Authors 
Industry spillovers Spillovers vary across industries; greater 

spillovers in knowledge-intensive industries 
Jaffe (1989) 
Saxenien (1990) 
Acs et al. (1992) 
Trajtenberg and Henderson (1993) 
Audretsch and Feldman (1996) 

University spillovers University spillovers more important to small 
firms than large firms 

Link and Rees (1990) 
Audretsch and Feldman (1996) 

Firm spillovers Firm spillovers more important to large firms 
than small firms 

Acs et al. (1994) 
Feldman (1994) 
Ededn et al. (1997) 

City spillovers Diversity generates more spillovers than 
specialization; localized competition more 
than monopoly 

Glaeser et al. (1992) 
Almeida and Kogut (1997) 
Feldman and Audretsch (1999) 

Individual spillovers Spillovers shaped by role and mobility of 
knowledge workers 

Audretsch and Stephan (1996) 
Prevezer (1997) 

 
R&D activity by geographic location 
 
R&D activities in the United States are highly concentrated in a small number of states. In 1997, 
the 20 highest-ranking states in R&D accounted for about 86 percent of the U.S. total; the lowest 
20 states accounted for only 4 percent. California, at nearly $42 billion, had the highest level of 
R&D expenditures; it alone accounted for approximately one-fifth of the $199 billion U.S. total. 
The six states with the highest levels of R&D expenditures—California, Michigan, New York, 
New Jersey, Massachusetts, and Texas (in decreasing order of magnitude)—accounted for nearly 
two-thirds of the national effort. Among these top ten states, California’s R&D effort exceeded, 
by nearly a factor of three, the next-highest state, Michigan, with $14 billion in R&D 
expenditures. After Michigan, R&D levels declined relatively smoothly to approximately $7 
billion for Maryland. 
 
States that are national leaders in total R&D performance are usually ranked among the leading 
sites in industrial and academic R&D performance. For industrial R&D, nine of the top ten states 
were among the top ten for total R&D, with Ohio of the top industrial R&D states replacing 
Maryland. For academic R&D, North Carolina and Georgia replaced New Jersey and 
Washington. There was less commonality with the top ten for total R&D among those states that 
performed the most federal intramural research. Only four states were found in both top-ten lists: 
Maryland, California, Texas, and New Jersey. 
 
Competition for resources is a fundamental explanation for the skewed distribution of R&D and 
science resources within the United States. States that lack such resources lag others in 
innovation, scholarship, graduate education, and overall economic growth.22 
 

 
22 See Kerr (1994) and Clark (1995). 



The relationship between R&D and productivity growth 
 
As previously noted, Robert Solow’s seminal article in 1957 established that an extremely large 
percentage of U.S. economic growth (over 87 percent) could not be explained by growth in 
conventional inputs, i.e., capital and labor. Since then, researchers have searched for statistical 
correlates of this unexplained growth, which is commonly referred to as technological 
advancement or change. Hence, what these investigators have done is to posit that technological 
change, measured as total factor productivity growth, is causally related to increased investments 
in R&D. 
 
Using manufacturing sector, industry, and firm-level data, researchers have examined the 
strength of the statistical relationship between R&D and total factor productivity growth. These 
analyses are based on models that correlate estimates of the growth of A from Equation (3) with 
measures of R&D investment undertaken by firms, industries, or aggregate sectors (depending 
on the unit of analysis). Mathematics aside, the extent of the correlation can be shown to be a 
measure of the rate of return to R&D. This literature is consistent in terms of the following 
findings: 
 

• the rate of return to privately-funded R&D is relatively large, ranging on average between 
30 percent and 50 percent; 

• the rate of return to privately-funded basic research is significantly greater than to 
privately-funded development, the differences being over 100 percent to basic research 
compared to about 15 percent to 20 percent for applied research plus development; and 

• the rate of return to federally-funded research performed in industry varies by character 
of use; the returns to federally-funded basic research performed in industry is over 100 
percent, while federally-funded development has a negligible return on productivity 
growth. 

 
See summary Table VI. 
 
Table VI. Selected studies of the relationship between R&D and productivity growth 
Findings Authors 
87.5% of the increase in aggregate output between 1909 and 1949 can 

be attributed to technical change 
Solow (1957) 

R&D has positive impact on total factor productivity growth as does 
R&D embodied in purchased intermediate and capital goods 

Terleckyj (1974) 
Scherer (1983) 
Siegel (1997) 

Rate of return to privately-financed basic research greater than for 
applied research or development 

Mansfield (1980) 
Link (1981) 
Griliches (1986) 
Lichtenberg and Siegel (1991) 

Small direct impact of federally-financed R&D on total factor 
productivity growth 

Link (1981) 
Griliches (1986) 

 
Related studies have attempted to evaluate the social benefits, that is the spillover benefits to 
society, from industrial R&D. The rates of return to applied research and development described 
just above are for the most part private rates of return. More limited in number than the private 



rate of return studies, the findings from the social rate of return studies clearly indicate that the 
spillover benefits to society were somewhere in the 50 percent to 100 percent range. 
 
Because of these findings, namely that the private and social rate of return to R&D is relatively 
high, policy makers have remained focused on R&D investments in the private sector as a target 
variable for stimulating economic growth. The argument underlying such a focus is that, through 
incentives, firms will continue to invest in additional R&D projects and thus continue to 
stimulate economic growth and enhance standards of living through additional spillover effects. 
 
Most of the academic studies associated with this line of research were funded by the National 
Science Foundation during the late 1970s and early 1980s, motivated in large part by a 
slowdown in industrial productivity growth that began in the early 1970s23 and increased in the 
late 1970s and early 1980s (see Figure 3) and by the fact that U.S. industries were losing their 
competitive advantage in global markets.24 It is not surprising then that in the early 1980s, given 
the findings that the private and social rates of return to R&D were very high, that there were 
several important policy initiatives designed specifically to stimulate industrial R&D. 
 

 
Figure 3. Private nonfarm TFP, 1948–1997. Source: U.S. Bureau of Labor Statistics. 
 
6. Government’s role in innovation 
 
The government should have an important role to play in fostering innovation, especially private-
sector innovation. The following reasoning has been used to justify government intervention in 
the innovation process: 
 

• Innovation results in technological advance. 
• Technological advance is the prime driver of economic growth. 
• Government has a responsibility to encourage economic growth. 

 

 
23 Researchers at that time were quick to point out that the slowdown in total factor productivity in the early 1970s 
was preceded by several years of flat and even declining R&D spending in the economy. 
24 Lichtenberg and Siegel (1991) reported that the returns to company-funded R&D remained high during the 
productivity slowdown of the 1970s. 



However, the economic underpinnings of government’s role in innovation are more complex 
than might first appear. From an economic perspective, the justification for the role of 
government in innovation rests on a comparison of the efficiency of market resources with and 
without government intervention. 
 
Economic rationale for government involvement 
 
Even today, many policy makers and academics point to Science—The Endless Frontier to date 
the origins of U.S. science and technology policy.25 Vannevar Bush did not articulate a science 
and technology policy, and he did not articulate an economic rationale for government’s role. 
Rather, Bush like his predecessors and contemporaries simply assumed that the government had 
a role to play in the innovation process, and then he set out to describe that role (as opposed to a 
rationale for that role). 
 
The first U.S. policy statement on science and technology was issued in 1990 by President Bush, 
U.S. Technology Policy. As with any initial policy effort, this was an important general 
document. However, precedent aside, it too failed to articulate a rationale for government’s 
intervention into the private sector’s innovation process. Rather, like Science—The Endless 
Frontier and subsequent reports, it implicitly assumed that government had such a role, and it 
then set forth a rather general goal (1990, p. 2): 
 

The goal of U.S. technology policy is to make the best use of technology in achieving the 
national goals of improved quality of life for all Americans, continued economic growth, 
and national security. 

 
President Clinton took a major step forward in his 1994 Economic Report of the President by 
first articulating principles about why the government has a role in innovation and in the overall 
technological process (p. 191): 
 

Technological progress fuels economic growth ... The Administration’s technology 
initiatives aim to promote the domestic development and diffusion of growth- and 
productivity-enhancing technologies. They seek to correct market failures that would 
otherwise generate too little investment in R&D ... The goal of technology policy is not to 
substitute the government’s judgment for that of private industry in deciding which 
potential “winners” to back. Rather the point is to correct [for] market failure .... 

 
Although the 1994 Economic Report of the President did not expand on how to correct for 
market failure much less discuss appropriate policy mechanisms for doing so, it did for the first 
time posit an economic rationale for government involvement in the innovation process. Even 
more recently, the 1998 so-called Ehlers report, Unlocking Our Future, fails to articulate a clear 
rationale for government’s involvement although it vastly departs in a positive way from the 
linear model of technology development proffered by Bush. 
 

 
25 While the historical overview presented above indicates that the roots of our national science and technology 
efforts pre-date Bush’s report, Science—The Endless Frontier remains the frequently heralded origin. 



Barriers to technology and market failure 
 
Market failure refers to conditions under which the market, including those performing R&D and 
those adopting the R&D outputs of others, underinvests from society’s perspective in any 
particular technology. Such underinvestment occurs because of conditions that prevent firms 
from fully realizing or appropriating the benefits expected from their investments. Stated 
alternatively, firms underinvest in R&D when they determine, based on their expectations of 
post-innovation activity, that their private return is less than their private hurdle rate (minimum 
acceptable rate of return on their R&D investment). This is of public concern when the R&D 
investment not undertaken is socially desirable. 
 
There are a number of factors that explain why a firm might perceive its private return to be less 
than its hurdle rate. These factors are what we call barriers to technology and they relate to 
technical and market risk, where risk is defined to measure the possibility that an actual outcome 
will deviate from an expected outcome. Also, a firm may believe that it cannot appropriate a 
sufficient return on its R&D investment, even if it can overcome technical uncertainty. This may 
be due to a perceived inability to maintain proprietary control of the technology, thus enabling 
rivals to imitate their invention and reducing any resulting profitability. Individually or in 
combination, the following factors contribute to why a firm may perceive a private rate of return 
as being less than its hurdle rate26: 
 

• Because of high technical risk, the outcome of the R&D may not solve the technical 
problem adequately to meet perceived needs. 

• Even if the R&D is technically successful, the market may not accept the technology 
because of competing alternatives or interoperability concerns. 

• Even absent technical and market risk, it may be difficult to assign intellectual property 
rights to the technology, and it might be quickly imitated so that the innovator may not 
receive adequate return on the R&D investment. 

 
These factors create barriers to investing in technology, which thus lead to market failure. 
 
From an economic perspective, the role of government is to correct for these market failures in 
those instances where society will benefit from the technology. This latter situation occurs when 
the rate of return to society is greater than the social hurdle rate (minimum accepted rate of 
return for society from investments of resources with alternative social uses), as illustrated in 
Figure 6.27 The social rate of return is measured on the vertical axis along with society’s hurdle 
rate on investments in R&D. The private rate of return is measured on the horizontal axis along 
with the private hurdle rate on investments in R&D. A 45-degree line (long dashed line) is 
imposed on the figure. This is the point at which the social rate of return from an R&D 
investment equals the private rate of return from that same investment. The area above the 45-
degree line and to the left of the private hurdle rate is the area of policy interest. 
 
Three R&D projects are labeled in the figure. As drawn, the private rate of return exceeds the 
private hurdle rate for project C, and the social rate of return exceeds the social hurdle rate. The 

 
26 See Tassey (1999) and National Science Board (2000). 
27 See Tassey (1997), and Link and Scott (2001) for a complete discussion of variations of this graphical model. 



gap, measured vertically, between the social and private returns reflects the spillover benefits to 
society from the private R&D investment. However, the inability of the private sector to 
appropriate all benefits from its investment is not so great as to prevent the project from being 
adequately funded by the private firm. 
 

 
Figure 6. Gap between social and private rates of return to R&D projects. 
 
In general, then, any R&D project that is expected to lead to a technology with a private rate of 
return to the right of the private hurdle rate and on or above the 45-degree line is not a candidate 
for public support, and hence government does not have an intervening role from an economic 
perspective. Even in the presence of spillover benefits, project C will be funded by the private 
firm. 
 
For projects A and B, the gap between the social and private returns is larger than in the case of 
project C; neither project A nor B will be adequately funded by the private firm as evidenced by 
the private rate of return being less than the private hurdle rate. To address this market failure, 
the government has several policy mechanisms. 
 
Before examining specific policy mechanisms, a critical question is: Do private-sector firms, or 
does industry, underinvest in R&D? Alternatively stated: Are there many projects like A and B 
that the private sector considers but rejects for some reason? 
 
Private firms may not pursue promising technical opportunities for the following reasons: 
 

• R&D scientific and technical frontiers are risky and the chances of failure are high. 
• An individual firm may not have the capabilities required to develop the technology. 

Complex new technologies may require collaboration and information sharing; however, 
the cost of establishing research and development partnership and making then work 
productively may provide disincentives to undertaking the project. 



• Private incentives may not be sufficient to induce a firm to undertake the project in the 
face of difficulties in appropriating the resulting benefits (i.e., the resulting knowledge 
may follow to others who may benefit from the R&D without sharing the cost). 

 
Government has at its disposal at least four policy mechanisms to reduce risk and market failure 
and thus overcome an underinvestment in R&D, where underinvestment refers to the situation 
where the private sector invests less in R&D than society would like it to invest (such as for 
project A and project B). These policy mechanisms include: 
 

• Patent laws 
• Tax incentives 
• Improved environment for collaborative research 
• Subsidies to fund the research 

 
Each mechanism is discussed in the sections that follow. 
 
The U.S. patent system is more of an institution than a policy mechanism. Thus, patent laws, in a 
sense, characterize the overall innovative environment in which firms operate. In contrast, tax 
incentives, efforts to stimulate collaborative R&D, and direct and indirect government subsidies 
are in a sense policy levers. 
 
7. The patent system 
 
The history of the U.S. patent system dates to the authority given to Congress in the Constitution 
of the United States.28 Article I, section 8 states: 
 

Congress shall have power ... to promote the progress of science and useful arts, by 
securing for limited times to authors and inventors the exclusive right to their respective 
writings and discoveries. 

 
Based on this authority, Congress initiated a number of patent laws.29 The version of law that is 
now in effect was enacted on July 19, 1952 (to be effective January 1, 1953). It is Title 35 in the 
United States Code. 
 
The Patent and Trademark Office issues patents for inventions. The patent term is 20 years, and 
it grants exclusive property rights to the inventor over that period of time. Patents are effective 
only within the United States and its territories and possessions. 
 
U.S. law is clear about what can be patented. Any person who: 
 

invents or discovers any new or useful process, machine, manufacture, or composition of 
matter, or any new and useful improvement thereof, may obtain a patent. 

 
 

28 Kaufer (1989) provides an excellent historical perspective on patents throughout the history of modern 
civilization. 
29 The first U.S. patent was issued in 1790. 



It is important to note the word “useful,” recalling too that Franklin created the American 
Philosophical Society of Philadelphia in 1742 to promote “useful knowledge.” One cannot patent 
an idea.30 While the U.S. Code applies to patents in the United States, and in the territories and 
possessions of the United States, treaties have been promulgated to extend protection beyond 
national boundaries. The Paris Convention for the Protection of Intellectual Property of 1883 
provided that each of the 140 signatory nations recognizes the patent rights of other countries. 
Subsequent treaties have extended such coverage and made filings in other countries more 
efficient. 
 
Figure 7 illustrates the economics of patenting from the perspective of the firm. The marginal 
private rate of return to R&D is measured on the vertical axis and the level of R&D spending is 
measured on the horizontal axis. The marginal private return schedules are downward sloping 
reflecting diminishing returns to R&D in any given time period, and for simplicity we assume 
the marginal private return schedule to be linear. Absent the patent system, the firm will choose 
to invest RD0 in R&D. This is an optimal investment for the firm; it invests to the point where its 
marginal cost of R&D (assumed to be constant for simplicity) equals its expected marginal 
return. One might think of RD0 as a level of R&D that the firm is willing to invest. Is it, 
however, at a level insufficient to generate a socially desirable technology? If so, we then have 
the case of project B in Figure 6: the R&D expenditure is insufficient for the project to be 
undertaken. Level RD1 in Figure 7 is sufficient for project B to be undertaken, but the firm does 
not have an incentive to invest in R&D at that level. The key point is that the existence of the 
patent, or more precisely, the expectation that the firm will be awarded a patent, can induce the 
firm to devote additional resources to R&D (to reach level RD1.) 
 

 
Figure 7. Economics of patenting: increasing marginal private return for the firm. 
 

 
30 To be granted a patent, three criteria must hold: utility, novelty, and non-obviousness. Utility means that the 
invention should be useful; novelty means that the invention be new and not merely a copy or repetition of another 
invention; and, non-obviousness—the most difficult criterion—means that the invention is neither suggested by 
previous work nor totally anticipated given existing practices. 



Receipt of monopoly power for 20 years through a patent increases the firm’s marginal private 
return from its investments in R&D, thus shifting the marginal private return schedule to the 
right. 
 
Several trends in patenting activity in the United States are noteworthy: 
 

• In the early 1980s, the number of patents awarded to U.S. inventors began to decline and 
the number of U.S. patents awarded to foreign inventors began to rise, thus causing some 
policy makers to question the inventive environment in U.S. firms. This trend was yet 
another indicator that U.S. global competitiveness was declining. 

• During the 1980s, the number of U.S. patents awarded to foreign inventors was greatest 
for Japanese inventors. In fact, in 1995, over 20,000 patents were awarded to Japanese 
inventors compared to about 7,000 for the next highest represented country, Germany. 

• The share of total patents awarded to foreign inventors is low in the United States 
compared to other countries. It is highest in Italy and Canada and lowest in Japan and 
Russia.  

• During the past decade, Japanese inventors have more international patents in three 
important technologies than any country, with the United States being second. These 
technologies are: robotics, genetic engineering, and advanced ceramics. 

• Since the enactment of the Bayh-Dole Act of 1980, which transferred ownership of 
intellectual property from federal agencies to universities, there has been a rapid rise in 
university patenting (see Henderson et al., (1998). 

 
Table VII. Selected literature on patent activity 
Findings Authors 
Strong positive correlation between R&D expenditure (or 

employment) and patents 
Scherer (1965) 
Schmookler (1966) 
Scherer (1983) 
Bound et al. (1984) 
Pakes and Griliches (1984) 
Hall et al. (1986) 
Acs and Audretsch (1989) 

Positive correlation between patents and market value (stock market 
rate of return and Tobin’s Q) 

Griliches (1981) 
Hirschey (1982) 
Ben-Zion (1984) 
Cockburn and Griliches (1988) 
Austin (1993) 

Value of patents is highly skewed, where value is determined by 
citations 

Trajtenberg (1990a) 
Jaffe et al. (1993) 
Henderson et al. (1998) 
Jaffe et al. (1998) 

Citation-weighted measures of patents are more highly correlated 
with market value than unweighted measures 

Hall et al. (2000) 

 
Researchers have investigated a number of aspects related to patenting activity, and the 
economic role of patents in the innovation process. Some significant findings from this body of 
research are summarized in Table VII. One key result is that the value of patents is highly 
skewed, when citations (see Trajtenberg, 1990a; Jaffe et al., 1993; and Henderson et al., 1998) 
are used as an indicator of value. This result suggests that the use of counts of patents as an 



indicator of innovative output can be misleading if they are not properly deflated. Another 
critical finding is the existence of a strong positive correlation between R&D expenditure and 
patents. Finally, most studies report a positive correlation between patent activity and various 
measures of economic performance, including productivity, measures of accounting profitability, 
Tobin’s Q, and stock prices. 
 
A recent paper by Hall et al. (2000) provides an important extension of this literature on 
estimation of the private returns (the returns that accrue to firms) to patenting by attempting to 
link citation-weighted patents to the market value of firms. Their preliminary results suggest that 
citation-weighted measures of patents are more highly correlated with market value than 
unweighted measures. 
 
8. Tax incentives as a policy tool 
 
Tax incentives are another mechanism that government uses to increase private sector R&D. 
Like any policy tool, tax incentives have advantages and disadvantages.31 Advantages include 
the following: 
 

• Tax incentives entail less interference in the marketplace than do other mechanisms, thus 
affording private-sector recipients the ability to retain autonomy regarding the use of the 
incentives. 

• Tax incentives require less paperwork than other programs. 
• Tax incentives obviate the need to directly target individual firms in need of assistance. 
• Tax incentives have the psychological advantage of achieving a favorable industry 

reaction. 
• Tax incentives may be permanent and thus do not require annual budget review. 
• Tax incentives have a high degree of political feasibility. 

 
Some disadvantages of tax incentives are: 
 

• Tax incentives may bring about unintended windfalls by rewarding firms for what they 
would have done in the absence of the incentive. 

• Tax incentives often result in undesirable inequities. 
• Tax incentives raid the federal treasury. 
• Tax incentives frequently undermine public accountability. 
• The effectiveness of tax incentives often varies over the business cycle. 

 
The economics of tax credits 
 
Figure 8 illustrates the economics of a tax credit. The marginal rate of return is measured on the 
vertical axis and the level of R&D spending is measured on the horizontal axis. Both the 
marginal social return and the marginal private return schedules are downward sloping reflecting 
diminishing returns to R&D investments in a given time period. The social return schedule is 
drawn greater than the private return schedule for all levels of R&D because firms cannot 

 
31 This section draws from Bozeman and Link (1984). 



appropriate all the benefits from conducting R&D; some of those benefits spillover to other firms 
in the current time period and in the post-innovation time period thus generating additional 
benefits to society. The marginal cost to the firm to undertake R&D is shown to be constant 
(horizontal). 
 

 
Figure 8. Economics of a tax credit: decreasing marginal private cost. 
 
As drawn, the firm will equate its marginal cost to conduct R&D with its marginal return, and 
the firm will invest RD0. One might think of RD0 as corresponding to a partial level of funding 
for project B in Figure 6, much like the case of the patent illustration in Figure 7. Society, given 
the firm’s marginal cost schedule, would like the firm to invest in R&D to maximize social 
benefits. Hence, the optimal credit is one that provides an incentive to the firm to increase its 
R&D to point RD1. Receipt of a tax credit can be thought of as a reduction in the marginal cost 
of undertaking additional R&D, and the firm will re-equate its new marginal cost with its 
marginal return and invest at RD1. Unlike patents, the research and experimentation (R&E) 
credit does not correct for market failure. It simply increases the firm’s private return on 
marginal R&D projects by reducing its marginal private cost to undertake such projects. Thus, 
tax incentives will increase the firm’s level of R&D from RD0 to RD1 but will not alleviate 
technical or market risk. 
 
However, because R&D is not a homogeneous activity and because the research (R) portion of 
R&D has a greater impact on productivity growth and hence economic growth than does 
development (D), any uniform tax incentive that treats R&D as if it were a homogeneous activity 
will likely encourage more of the same mix of R&D. That may not be bad in the case of R&D 
since economic studies suggest that the marginal private return from R&D is greater than the 
marginal cost of conducting R&D. However, a tax credit on research as opposed to development, 
while conceptually more desirable, could be cumbersome to administer. 
 



R&E tax credit 
 
The adoption of Section 174 of the Internal Revenue Code in 1954 codified and expanded tax 
laws pertaining to the R&D expenditures of firms. This provision permitted businesses to deduct 
fully R&E expenditures but not development or research application expenditures in the year 
incurred.32 Businesses under Section 174 are not allowed to expense R&E related equipment. 
Such equipment must be depreciated. However, the Economic Recovery and Tax Act of 1981 
(ERTA) provided for a faster depreciation of R&E capital assets than other business capital 
assets. 
 
ERTA also included a 25 percent tax credit for qualified R&E expenditures in excess of the 
average amount spent during the previous three taxable years or 50 percent of the current year’s 
expenditures (the R&E base). The initial R&E tax credit had several limitations including the 
fact that it did not cover expenses related to the administration of R&D or to research conducted 
outside of the United States. The Tax Reform Act of 1986 modified these limitations, but 
reduced the marginal rate from 25 percent to 20 percent. Over the years the credit had been 
modified, primarily in terms of the definition of the R&E base, but the credit has never been 
made permanent. It has expired a number of times, only to be renewed retroactively. 
 
In 1996, the Congressional Office of Technology Assessment released a report on the 
effectiveness of the R&E tax credit. The report concluded: 
 

• There is not sufficient information available to conduct a complete benefit-cost analysis 
of the effectiveness of the R&E tax credit on the economy. 

• The econometric studies that have been done to date conclude that the credit has been 
effective in the sense that for every dollar lost in federal revenue there is an increase of a 
dollar in private sector R&D spending. These studies conclude that the credit would be 
more effective if it were made permanent.33 

• The R&E tax credit represents a small fraction of federal R&D expenditures, about 2.6 
percent of total federal R&D funding and about 6.4 percent of federal R&D for industry. 

 
The R&E tax credit is not unique to the United States. Japan’s tax credit is marginal, and it was 
initiated in 1966. Canada also initiated a program in the 1960s, but their program is a flat tax 
program. 
 
Economic theory predicts that firms that cooperate in a research joint venture type of 
arrangement have an incentive to cooperate at the research end of the R&D spectrum rather than 
at the development end. Thus, some have proposed a tax credit for cooperative research 
involvement as a viable alternative to the R&E tax credit.34 

 
32 There is a slight distinction between R&D expenditures from a NSF-reporting perspective and R&E expenditures 
from a tax perspective. R&E expenditures are somewhat more narrowly defined to include all costs incident to 
development. R&E does not include ordinary testing or inspection of materials or products for quality control of 
those for efficiency studies, etc. R&E, in a sense, is the experimental portion of R&D. That said, in practice it is 
often difficult to distinguish one category from the other. 
33 More recently, Hall and van Reenen (2000) conclude from their review of the literature that the tax elasticity of 
R&D is about unity, meaning that a 1 percent increase in the credit will increase industry R&D by about 1 percent. 
34 See Bozeman and Link (1984). 



 
9. Research collaborations 
 
Research partnerships, meaning formal or informal collaboration among firms in the conduct of 
research, are an organizational form that may overcome elements of market failure by reducing 
technical risk to the R&D-conducting firms by enlarging the underlying knowledge base. These 
partnerships may also limit market risk by helping to ensure that particular elements of the 
technology are standardized and thus interoperate in a system. As well, to the extent that 
collaboration reduces redundant research, there may be cost savings to each partner, reduced 
time to market, and better appropriability of R&D results. 
 
Research partnerships assume many forms in practice. Partners may aim to develop or refine a 
new product, improve production processes, set standards, or develop technology to meet 
environmental regulations. The collaboration may take place between partners who compete in 
the marketplace, or between partners who produce complementary products. Some partnerships 
include government or university partners as well. 
 
Research partnerships are certainly not a new organizational form, but since the mid-1980s 
government has provided a favorable environment for them. Before reviewing the related 
policies, we describe one research collaboration in detail as an illustration of the types of 
collaborations that are prevalent and that have had a major impact on research. 
 
Semiconductor research corporation 
 
One of the first formal research collaborations in the United States was the Semiconductor 
Research Corporation (SRC). A brief history of the SRC will serve to illustrate that many 
research collaborations or partnerships are formed to address industry-wide technological issues, 
or at least issues that affect a sizeable segment of the industry. This history is also interesting 
because it illustrates a purposeful entrepreneurial response to competitive market conditions.35 
 
In the late 1950s, an integrated circuit (IC) industry emerged in the United States. The fledgling 
industry took form in the 1960s and experienced rapid growth throughout the 1970s. In 1979, 
when Japanese companies captured 42 percent of the U.S. market for 16 kbit DRAMs (memory 
devices) and converted Japan’s integrated circuit trade balance with the United States from a 
negative $122 million in 1979 to a positive $40 million in 1980, the U.S. industry became 
painfully aware that its dominance of the IC industry was being seriously challenged. It was clear 
to all in the industry that it was in their collective best interest to invest in an organizational 
structure that would strengthen the industry’s position in the global semiconductor marketplace. 
 
The Semiconductor Industry Association (SIA) was formed in 1977 to collect and assemble 
reliable information on the industry and to develop mechanisms for addressing industry issues 
with the federal government. In a presentation at an SIA Board Meeting in June 1981, Erich 
Bloch of IBM described to the industry the nature of the growing competition with Japan and 
proposed the creation of a “semi-conductor research cooperative” to assure continued U.S. 
technology leadership. This event witnessed the birth of the SRC. In December 1981, Robert 

 
35 This historical information draws from http://www.src.org. 



Noyce, then SIA chairman and vice-chairman of Intel, announced the establishment of the SRC 
for the purpose of stimulating joint research in advanced semiconductor technology by industry 
and U.S. universities and to reverse the declining trend in semiconductor research investments. 
The SRC was formally incorporated in February 1982 with a stated purpose to36: 
 

• Provide clearer view of technology needs. 
• Fund research to address technology needs. 
• Focus attention on competition. 
• Reduce research redundancy. 

 
Policy makers soon noticed the virtues of cooperative research in part because such 
organizational structures had worked well in Japan and in part because the organizational success 
of the SRC demonstrated that cooperation among competitive firms at the fundamental research 
level was feasible. 
 
Public policy toward research collaborations 
 
To place the activities surrounding the SRC’s formation in a broader perspective, recall that in 
the early 1980s there was growing concern about the persistent slowdown in productivity growth 
that first began to plague the U.S. industrial sector in the mid-1970s and about industry’s 
apparent loss of its competitive advantage in world markets, especially firms in the 
semiconductor industry.37 
 
As noted in a November 18, 1983 House report about the proposed Research and Development 
Joint Ventures Act of 1983: 
 

A number of indicators strongly suggest that the position of world technology leadership 
once firmly held by the United States is declining. The United States, only a decade ago, 
with only five percent of the world’s population was generating about 75 percent of the 
world’s technology. Now, the U.S. share has declined to about 50 percent and in another 
ten years, without fundamental changes in our Nation’s technological policy ... the past 
trend would suggest that it may be down to only 30 percent. [In hearings,] many 
distinguished scientific and industry panels had recommended the need for some 
relaxation of current antitrust laws to encourage the formation of R&D joint ventures. ... 
The encouragement and fostering of joint research and development ventures are needed 
responses to the problem of declining U.S. productivity and international 
competitiveness. According to the testimony received during the Committee hearings, 
this legislation will provide for a significant increase in the efficiency associated with 

 
36 The eleven founding members were Advanced Micro Devices, Control Data Corporation, Digital Equipment 
Corporation, General Instrument, Honeywell, Hewlett-Packard, IBM, Intel, Monolithic Memories, Motorola, 
National Semiconductor, and Silicon Systems. 
37 The declining U.S. position in the semiconductor industry was well known and in other industries there was 
widespread concern although the empirical evidence about the competitive position of the United States in 
international markets was incomplete. However, when the U.S. Department of Commerce (1990) released its 1990 
report on emerging technologies, it was apparent to all that the concerns expressed in the early 1980s were quite 
valid. 



firms doing similar research and development and will also provide for more effective 
use of scarce technically trained personnel in the United States. 

 
In an April 6, 1984 House report on competing legislation, the Joint Research and Development 
Act of 1984, the supposed benefits—and recall that at this time it was still too soon for there to 
be visible benefits coming from the SRC’s activities on behalf of the IC industry—of joint 
research and development were for the first time clearly articulated: 
 

Joint research and development, as our foreign competitors have learned, can be 
procompetitive. It can reduce duplication, promote the efficient use of scarce technical 
personnel, and help to achieve desirable economies of scale. ... [W]e must ensure to our 
U.S. industries the same economic opportunities as our competitors, to engage in joint 
research and development, if we are to compete in the world market and retain jobs in 
this country. 

 
The National Cooperative Research Act (NCRA) of 1984, after additional revisions in the 
initiating legislation, was passed on October 11, 198438: 
 

... to promote research and development, encourage innovation, stimulate trade, and make 
necessary and appropriate modifications in the operation of the antitrust laws. 

 
The NCRA created a registration process, later expanded by the National Cooperative Research 
and Production Act (NCRPA) of 1993, under which research joint ventures (RJVs) can disclose 
their research intentions to the Department of Justice. RJVs gain two significant benefits from 
such voluntary filings: if subjected to criminal or civil action they are evaluated under a rule of 
reason that determines whether the venture improves social welfare; and if found to fail a rule-
of-reason analysis they are subject to actual rather than treble damages. 
 
One of the more notable RJVs formed and made public through the NCRA disclosure process 
was SEMATECH (SEmiconductor Manufacturing TECHnology). It was established in 1987 as a 
not-for-profit research consortium with an original mission to provide a pilot manufacturing 
facility where member companies could improve their semiconductor manufacturing process 
technology. Its establishment came after the Defense Science Board recommended direct 
government subsidy to the industry in a 1986 report commissioned by the Department of 
Defense (therefore SEMATECH is discussed below under the broader heading of a 
public/private technology partnership). It was thought that SEMATECH would be the U.S. 
semiconductor industry’s/U.S. government’s response to the Japanese government’s targeting of 
their semiconductor industry for global domination. Since its inception, SEMATECH’s stated 
mission has evolved and become more general. The consortium currently defines its mission 
around solving the technical challenges presented in order to sustain a leadership position for the 
United States in the global semiconductor industry. 
 
Trends in RJVs 
 

 
38 This purpose is stated as a preamble to the Act. 



To date, there have been over 800 formal RJVs filed under the NCRA. Certainly, this number is 
a lower bound on the total number of research partnerships in the United States, even since 1984. 
Not all are as publicly visible as SEMATECH. Some are quite small, with only two or three 
members, and others are quite large with hundreds of members. On average, a joint ventures has 
14 members.39 
 
While informal cooperation in research may have been prevalent in the United States for 
decades, formal RJV relationships are new and it will take longer than a decade and a half to 
detect meaningful trends. 
 
Albeit that research partnerships as formal entities are relatively new to the technology strategy 
arena, the literature concludes that there are both benefits and costs to members of the venture.40 
The benefits include: 
 

• the opportunity for participants to capture knowledge spillovers from other members, 
• reduced research costs due to a reduction in duplicative research, 
• faster commercialization since the fundamental research stage is shortened, and 
• the opportunity to form, in some cases, industry-wide competitive vision. 

 
The costs include: 
 

• a lack of appropriability since research results are shared among the participants, and 
• managerial tension, in some cases, as participants learn to trust each other and to work 

together. 
 
Research partnerships are correctly viewed as a complementary source of technical knowledge 
and technical efficiency for the firm. Thus, firms that participate in a research partnership 
enhance their own R&D process through interactions. 
 
Universities as research partners 
 
Especially noticeable in the RJVs filed with the Department of Justice are the presence of 
universities as research partners and that the number of RJVs with at least one university partner 
has increased over the past 15 years.41 On average, about 15 percent of RJVs have at least one 

 
39 As an illustration of the research activity that can successfully occur through a small, less visible research 
partnership, consider the Southwest Research Institute Clean Heavy Diesel Engine II joint venture, noticed in the 
Federal Register in early-1996. The eleven member companies, from six countries including the United States, 
joined together to solve a common set of technical problems. Diesel engine manufacturers were having difficulties, 
on their own, meeting desired emission control levels. The eleven companies were coordinated by Southwest 
Research Institute, an independent, non-profit contract research organization in San Antonio, Texas, to collaborate 
on the reduction of exhaust emissions. The joint research was successful, and each member company took with it 
fundamental process technology to use in their individual manufacturing facilities to meet desired emission control 
levels. The joint venture was formally disbanded in mid-1999. 
40 For a review of the academic literature on RJVs see Hagedoorn et al. (2000). 
41 See Hall et al. (2001) for a discussion of barriers that prevent firms from partnering with universities. 



university research partner, and of these over 90 percent are U.S. universities. RJVs with 
universities as research partners have, on average, five university partners.42 
 
The literature on universities as research partners is sparse. However, some stylized conclusions 
can be drawn from the limited investigations43: 
 

• Firms that interact with universities generally have greater R&D productivity and greater 
patenting activity. 

• One key motive for firms to maintain joint research relationships with universities is to 
have access to key university personnel—faculty as well as students as potential 
employees. 

 
Many speculate that university participation may increase in importance and frequency in the 
future. According to the Council on Competitiveness (1996, pp. 3–4): 
 

Over the next several years, participation in the U.S. R&D enterprise will have to 
continue experimenting with different types of partnerships to respond to the economic 
constraints, competitive pressures and technological demands that are forcing adjustment 
across the board. ... [and in response] industry is increasingly relying on partnerships with 
universities, while the focus of these partnerships is shifting progressively toward 
involvement in shorter-term research. 

 
And (Council on Competitiveness, 1996, p. 11): 
 

For universities, cutbacks in defense spending have resulted in a de facto reallocation of 
funding away from the physical sciences and engineering and shifted the focus of defense 
research away from the frontiers of knowledge [e.g., basic science] to more applied 
efforts. ... Although defense spending is clearly not the only viable mechanism to support 
frontier research and advanced technology, the United States has yet to find an alternative 
innovation paradigm to replace it. 

 
Given this spending trend, and the increasing ease of global technology transfer, it is 
conceivable, at least according to the Council, that the United States may lose its technological 
leadership in some important areas such as health and advanced materials since innovation in 
these fields is closely linked to improvements in basic science. 
 
There is some indication that scholars are beginning to think more deeply and more broadly 
about the social, economic, and technological consequences of university involvement in private 
sector research partnerships. This thinking reflects some major concerns about the impact of 
these relationships on the research university’s mission to conduct basic research. Unfortunately, 
more information is necessary in order for researchers to examine the ramifications of this trend 
from a wide variety of disciplinary perspectives. 
 

 
42 However, the range is large. The number of universities in those joint ventures with universities as research 
partners ranges from one to over 100. 
43 See Hall et al. (2000). 



It is likely that the increasing trend toward university private-sector research partnerships will 
continue. A 1993 national survey of U.S. biology, chemistry, and physics faculty members 
revealed that many academic scientists desired more such involvement. An earlier survey of 
engineering faculty members reached the same conclusion. However, one of the authors 
(Morgan, 1998, p. 169) of the surveys was quick to point out one area of major concern: 
 

... a diminution of the role of the university as an independent voice to help look out for 
the broader societal good and to guard against industrial as well as other excesses. An 
independent science, engineering and public policy role is essential to ensure an adequate 
supply of well educated scientists and engineers prepared to work with the public sector 
in public interest groups. Having industry assume a more central role as customer and 
client for university-based scientific and engineering research, while in some way a 
natural and desirable step, needs to be balanced against the need for independence, 
oversight and service to society and the larger public good. 

 
Government laboratories as a research partner 
 
The federal government also enters directly into research partnerships with firms through the 
federal laboratory system. This relationship can take various forms ranging from informal 
relationships whereby a firm(s) interacts with a federal laboratory scientist, or more formal 
relationships whereby a firm(s) utilizes federal laboratory facilities and is jointly involved with 
the laboratory scientists in the research. Or, the relationship can be nothing more than an 
informational transfer whereby the firm utilizes public information that was generated within a 
government agency. 
 
While very few studies have systematically looked at the economics of federal laboratories as 
research partners, three generalizations can be made44: 
 

• Federal laboratories are generally associated with research joint ventures that are large in 
terms of other member companies. 

• One key advantage to partnering with a federal laboratory is access to specialized 
technical equipment. 

• Firms’ research with laboratories tends to be nearer the basic research end of the R&D 
spectrum and, related, firms generally view access to the laboratories’ research scientists 
as a more important benefit than the technologies available for licensing. 

 
One of the few broad-based research programs examining federal laboratories as research 
partners is work performed by Bozeman and colleagues (summarized in Crow and Bozeman, 
1998). According to a study by Bozeman and Papadakis (1995), companies’ objectives for 
interacting with federal laboratories include engaging in strategic pre-commercial research (51 
percent), interest in access to the unique resources of the lab (45 percent) and a desire to develop 
new products and services (42 percent). Their decisions to work with the federal laboratories are 
particularly related to the skills and knowledge of the federal lab’s scientists and engineers (61 
percent). Many companies are “repeat customers” and 42 percent indicate that prior experience 

 
44 See Leyden and Link (1999). 



with the lab is one of the major reasons for choosing to work with the lab in the more recent 
project. 
 
Regarding the incidence of commercial outcomes, more than 22 percent of the projects led to the 
development and marketing of a new product, a product development rate comparing favorably 
to firms operating independently. Those companies most likely to develop products from their 
partnerships with federal laboratories had the following characteristics: (1) smaller than the 
average for all companies in the data base, (2) high levels of R&D intensity (R&D employees as 
a percentage of total employees), (3) more recently established firms (Bozeman and Wittmer, 
2002). Interestingly, while 89 percent of participating companies reported a high degree of 
satisfaction with their federal laboratory partnership, those developing products were actually 
somewhat less satisfied, perhaps because the federal laboratories are generally a better source for 
upstream basic and applied research than for technology development (Rogers and Bozeman, 
1997). This interpretation comports with a finding from a separate study using a different data set 
(Roessner and Bean, 1991). 
 
Comparing universities and government laboratories as research partners 
 
In recent times, much science and technology policy has striven to determine the respective 
advantages and disadvantages of government laboratories and universities in cooperative 
research and technology transfer. Absent such knowledge, it is difficult to make decisions about 
the allocations of resources among institutional actors. 
 
According to the directors of the federal laboratories, a major comparative advantage of federal 
laboratories is their ability to perform interdisciplinary team research. Generally, universities, 
organized on the disciplinary lines, have difficulty performing research that cuts across 
disciplines and traditional academic departments. This has changed somewhat in recent years, 
however, has universities have developed a wide array of interdisciplinary centers, often in 
response to National Science Foundation initiatives for creating science centers or engineering 
research centers. A second major advantage of the federal laboratories, especially the national 
labs, is that extremely expensive, often unique, scientific equipment and facilities are located on 
their premises. The “user facilities” at federal laboratories are designed explicitly to share 
resources and these user facilities can be an important instrument for technology transfer. Few 
universities, or even university consortia, have the resources to build facilities national in scope. 
 
The most obvious advantage of universities over federal laboratories is a vitally important one—
students. The presence of students makes a remarkable difference in the output, culture and 
utility of research. In recommending that federal funding for science and technology give 
strongest emphasis to academic institutions, the National Academy of Sciences’ Committee on 
Criteria for Federal Support of Research and Development (National Academy of Sciences, 
1995, p. 20) concluded that university R&D funding supports production of “well prepared 
scientists and engineers who not only will be the next generation of faculty, but who will also 
work productively in, and transfer technology to, industry and government.” 
 
Students are a reservoir of cheap labor supporting university research, bartering their below 
market wage rate for training. More important for present purposes is that students are a means 



of technology transfer (through postgraduate job placements) and they often provide enduring 
links as the social glue holding together many faculty scientists and the companies they work 
with. Roessner and Bean (1991) found that the single most important benefit to industry from 
participation in the NSF Engineering Research Centers, according to the industrial participants 
themselves, is the ability to hire ERC students and graduates. In some cases, the vast benefits 
accruing from students are enjoyed by government laboratories, but chiefly at such institutions as 
Lawrence Berkeley Lab or Ames Laboratory, those actually located on university campuses. We 
shall return to this issue subsequently in a discussion of the role of “scientific and technical 
human capital” (Rogers and Bozeman, 1997). 
 
10. Public/private technology partnerships45 
 
One can trace the origins of public/private partnerships—federal grants assistance technology 
partnerships—in the United States at least as far back as the Lincoln Administration. In 1862, the 
Morrill Act established what was known as the land-grant college system. The Act created a 
partnership between the federal and state governments to cooperate with the private sector in 
technology development. The Act charged states to develop colleges to offer curricula in 
agriculture and mechanical arts. Then in 1887, the Hatch Act provided resources for a system of 
state agriculture experiment stations that would be under the auspices of land-grant colleges and 
universities. A partnership among the various levels of government was established by the 
Smith-Level Act of 1914. The Cooperative Agriculture Extension service was charged to deliver 
the practical benefits of research to citizens through an extension service. 
 
According to Carr (1995, p. 11): 
 

Until the end of the 1970s, the philosophy behind the dissemination of federally-funded 
research was that if the public paid for the research, the resulting intellectual property 
should be made equally available to all interested parties. 

 
Because the 1970s and 1980s witnessed many foreign competitors beginning to successfully 
challenge the long-standing dominance of the United States both in world and domestic markets, 
it became clear to public and private policymakers that a change in the philosophy of federal 
R&D support was needed. The Office of Technology Policy (1996) reflected on the motivation 
for this change in policy mindset as: 
 

• Global competitors were better able to appropriate the output of U.S. basic and mission-
oriented research as their technical sophistication grew. 

• Traditional public-sector mechanisms of technology development, transfer, and 
development took too long in an era of accelerating private sector development. 

• U.S. federal R&D represented a declining share of the world R&D as globally-
competitive nations increased their public funding; hence the marginal benefits to 
industry from additional public moneys (allocated in the same historical manner) 
declined. 

 

 
45 This section draws from Link (1999). 



Stated alternatively, but maintaining the same general theme, Link and Tassey (1987, pp. 4, 131) 
reflected on the changing competitive environment of U.S. industry in the early 1980s: 
 

... there is a new order of competition in the world. An inescapable element of the 
competition is technology ... With the advent of technology-based economies [throughout 
the world], the increase in the number of world competitors has been greater than the 
increase in the size of the world market. What has resulted from this is a significant 
shortening of technology life cycles ... As such, effective long-run competitive strategies 
will have to deal explicitly with technology ... [C]ompetitive survival will depend on 
technology-based strategies. These strategies will have to evolve from new philosophies 
about interdependence ... The importance of interdependence arises from the need of a 
domestic industry to rapidly and efficiently develop complex technological elements 
from which specific applications (innovations) are drawn for competitive activity ... 
[Accordingly,] government must expand and adapt its role ... with industry for more 
effective joint planning in research. 

 
Table VIII. Selected public/private technology partnership legislation 

Enabling legislation Characteristics of the program 
Stevenson-Wylder Technology 

Innovation Act of 1980 
The Act was predicated on the premise that federal laboratories embody important and 

industrially-useful technology. Accordingly, each federal laboratory was mandated to 
establish an Office of Research and Technology Application to facilitate the transfer of 
public technology to the private sector. 

University and Small Business 
Patent Procedure Act of 1980 

This Act is also known as the Bayh-Dole Act. It reformed federal patent policy by 
providing increased incentives for the diffusion of federally-funded innovation results. 
Universities, non-profit organizations, and small businesses were permitted to obtain 
titles to innovations they developed with the use of governmental financial support, and 
federal agencies were allowed to grant exclusive licenses to their technology to industry. 

Small Business Innovation 
Development Act of 1982 

This Act required federal agencies to provide special funds to support small business R&D 
that complemented the agency’s mission. These programs are called Small Business 
Innovation Research (SBIR) programs. The Act was reauthorized in 1992. 

National Cooperative Research 
Act of 1984 

NCRA was legislated in an effort to reduce antitrust barriers and thus encourage the 
formation of joint research venture among U.S. firms. This Act was amended by the 
National Cooperative Research and Production Act of 1993, thereby expanding antitrust 
protection to joint production ventures. 

Trademark Clarification Act of 
1984 

This Act set forth new licensing and royalty regulations to take technology from federally-
funded facilities into the private sector. It specifically permitted government-owned, 
contractor-operated (GOCO) laboratories to make decisions regarding which patents to 
license to the private sector, and contractors could receive royalties on such patents. 

Federal Technology Transfer 
Act of 1986 

This Act was amended by the Stevenson-Wylder Act. It made technology transfer an 
explicit responsibility of all federal laboratory scientists and engineers. It authorized 
cooperative research and development agreements (CRADAs). This Act was amended by 
the National Competitiveness Technology Transfer Act of 1989 which expanded the 
definition of a federal laboratory to include those that are contractor operated. 

Omnibus Trade and 
Competitiveness Act of 1988 

This Act established two competitiveness programs, the Advanced Technology Program 
(ATP) and the Manufacturing Extension Partnership(MEP) within the re-named National 
Institute of Standards and Technology (NIST). 

Defense Conversion, 
Reinvestment, and Transition 
Assistance Act of 1992 

This Act created an infrastructure for dual-use partnerships. Through Technology 
Reinvestment Project partnerships the Department of Defense was given the ability to 
leverage the potential advantages of advanced commercial technologies to meet 
departmental needs. 

 



Beginning with legislation in the 1980s, as summarized in Table VIII, a new era in federal 
technology policy began. This new era was based on the belief that the global competitiveness of 
U.S. firms can be enhanced through legislation to bolster the commercial impact of federal R&D 
investments. As such, using the terminology of the Office of Technology Policy (1996, p. 26), “a 
new paradigm for public/private technology partnerships emerged.” This new paradigm viewed 
industry as a partner in the formation and execution of technology programs rather than a passive 
recipient of the output from federal research. 
 
Several public/private partnerships are overviewed below from an institutional perspective. 
SEMATECH is discussed in detail because it was one of the earliest public/private partnerships 
and for years was heralded as the model organizational form for other public/private partnerships 
to follow. The Small Business Innovation Research Program and the Advanced Technology 
Program are also singled out for discussion because these are two of the programs that have 
conducted in-depth program evaluations and hence more is known about their economic impacts 
than about those associated with other partnerships. 
 
SEMATECH46 
 
In 1986 when the Semiconductor Industry Association (SIA) and the Semiconductor Research 
Corporation (SRC) began to explore the possibility of joint industry/government cooperation, the 
U.S. semiconductor industry was not in a favorable economic position. During 1986, Japan 
overtook the United States for the first time in terms of their share of the world semiconductor 
market. Japan had about 45 percent of the world market compared to about 42 percent for the 
United States. The U.S. semiconductor industry expected Japan’s share to grow at the expense of 
that of the United States. In January 1997, President Reagan recommended $50 million in 
matching federal funding for R&D related to semiconductor manufacturing, and this was to be 
part of the Department of Defense’s 1988 budget. Soon thereafter, the SIA approved the 
formation of SEMATECH and the construction of a world-class research facility.47 In September 
1987, Congress authorized $100 million in matching funding for SEMATECH. 
 
SEMATECH and its members have a mission to: 
 

... create a shared competitive advantage by working together to achieve and strengthen 
manufacturing technology leadership. 

 
This shared vision is accomplished by joint sponsorship of leading edge technology development 
in equipment supplier companies. As these companies become world-class manufacturers, so 
will the members of SEMATECH. 
 
By 1988, Japan’s world market share reached over 50 percent, and that of the United States fell 
to about 37 percent. The U.S. share declined again in 1989 and then it began to increase at the 

 
46 For more information about SEMATECH, see www.sematech.org. 
47 The thirteen charter members of SEMATECH were: Advanced Micro Devices, AT&T, Digital Equipment 
Corporation, Harris Corporation, Hewlett-Packard Company, IBM Corporation, Intel Corporation, LSI Logic 
Corporation, Micron Technology, Inc., Motorola, Inc., National Semiconductor Corporation, Rockwell International 
Corporation, and Texas Instruments, Inc. 



expense of that of Japan. Early in 1992, the United States was again at parity with Japan at about 
42 percent, and stayed slightly ahead of Japan until 1995 when the gap began to widen. 
 
The mid-1990s saw increasing cooperation between U.S. and Japanese semiconductor 
companies, and in fact, in 1998 International SEMATECH began operations with Hyundai 
(Japan) and Philips (Amsterdam) as important members. Also, beginning in 1998, all funding 
came only from member companies. 
 
Small Business Innovation Research Program48 
 
The Small Business Innovation Research (SBIR) program began at the National Science 
Foundation (NSF) in 1977. At that time the goal of the program was to encourage small 
businesses, long believed to be engines of innovation in the U.S. economy, to participate in NSF-
sponsored research, especially research that had commercial potential. Because of the early 
success of the program at NSF, Congress passed the Small Business Innovation Development 
Act of 1982. The Act required all government departments and agencies with external research 
programs of greater than $100 billion to establish their own SBIR programs and to set aside 
funds equal to 0.2 percent of the external research budget.49 Currently, agencies must allocate 2.5 
percent of the external research budget to SBIR. 
 
The 1982 Act states that the objectives of the program are: 
 

1. to stimulate technological innovation 
2. to use small business to meet Federal research and development needs 
3. to foster and encourage participation by minority and disadvantaged persons in 

technological innovation 
4. to increase private sector commercialization of innovations derived from federal research 

and development. 
 
The Act was reauthorized in 1992. 
 
SBIR awards are of three types. Phase I awards are small, generally less than $100,000. The 
purpose of these awards is to assist firms to assess the feasibility of the research they propose to 
undertake for the agency in response to the agency’s objectives. Phase II awards can range up to 
$750,000. These awards are for the firm to undertake and complete its proposed research, 
hopefully leading to a commercializable product or process. 
 
The Department of Defense’s (DoD’s) SBIR program has been studied in some detail. It can be 
concluded that DoD’s SBIR program in encouraging commercialization from research that 
would not have been undertaken without SBIR support. And moreover, the structure of DoD’s 
SBIR program is overcoming reasons for market failure that previously have caused small firms 
to underinvest in R&D.50 
 

 
48 This section draws from Tibbetts (1999). 
49 As a set aside program, the SBIR program redirects existing R&D rather than appropriating new monies for R&D. 
50 See Audretsch et al. (2002). 



Advanced Technology Program 
 
The Advanced Technology Program (ATP) was established within the National Institute of 
Standards and Technology (NIST) through the Omnibus Trade and Competitiveness Act of 
1988, and modified by the American Technology Preeminence Act of 1991. The goals of the 
ATP, as stated in its enabling legislation, are to assist U.S. businesses in creating and applying 
the generic technology and research results necessary to: 
 

1. commercialize significant new scientific discoveries and technologies rapidly 
2. refine manufacturing technologies. 

 
These same goals were restated in the Federal Register on July 24, 1990: 
 

The ATP ... will assist U.S. businesses to improve their competitive position and promote 
U.S. economic growth by accelerating the development of a variety of precompetitive 
generic technologies by means of grants and cooperative agreements. 

 
The ATP received its first appropriation from Congress in FY 1990. The program funds research, 
not product development. Commercialization of the technology resulting from a project might 
overlap the research effort at a nascent level, but generally full translation of the technology into 
products and processes may take a number of additional years. ATP, through cost sharing with 
industry, invests in risky technologies that have the potential for spillover benefits to the 
economy. 
 
Appropriations to ATP increased from $10 million in 1990 to a peak of $341 million in 1995. 
Funding decreased in 1996 to $221 million, and has averaged about $200 million per year until 
2000 when it fell to just under $150 million. To date, ATP has funded through competitive 
processes approximately 450 research projects. 
 
Much like the case of DoD’s SBIR program, ATP has provided incentives to firms to undertake 
research that would not otherwise have been pursued—such as projects A or B in Figure 6. 
 
11. Infrastructure technology 
 
Infrastructure technology is a term that refers to the technological environment in which firms 
innovate. Two important parts of the technological environment of firms are patent laws 
(previously discussed) and the federal laboratory system (publicly funded). The federal 
laboratory system’s output is infrastructure technology, which by its nature is a public good, 
freely accessible by firms. 
 
Federal laboratory system 
 
As shown above in Table II, the federal government allocated $65.8 billion to R&D in 1999, of 
which $17.4 billion was performed by the federal government. Most of this research occurred in 



the more than 700 federally-funded R&D laboratories in the country.51 The Department of 
Defense’s laboratories account for almost one-half of this intramural research, and the 
Department of Health and Human Services accounts for about 15 percent. Table IX provides 
some summary information about a few of the laboratories in the federal laboratory system. 
 
Table IX. Overview of selected national laboratories 

Laboratory 
Year 

established Research Ownership 
Ames Laboratory 1942 Energy Department of Energy operated 

by Iowa State University 
Brookhaven National Laboratory 1947 Energy Department of Energy operated 

by SUNY Stony Brook 
Los Alamos National Laboratory 1943 National security and energy Department of Energy 
National Institute of Standards and 

Technology 
1901 Standards Department of Commerce 

Rome Laboratory 1951 Communications Department of Defense 
Source: Crow and Bozeman (1998). 
 
The governmental agency that provides a significant amount of direct infrastructure technology 
to the industrial economy is the National Institute of Standards and Technology (NIST) within 
the Department of Commerce.52 NIST is discussed herein in more detail than any other federal 
laboratory for two reasons. One, its research mission is varied by field of science, as opposed to 
being focused on one major scientific area such as energy; and two, the Program Office within 
NIST has a long history of evaluation of the outputs from its research programs, and as such its 
contribution to economic growth is more readily documented. 
 
National Institute of Standards and Technology 
 
Historical overview of NIST.53 A standard is a prescribed set of rules, conditions, or requirements 
concerning: 
 

• Definitions of terms 
• Classification of components 
• Specification of materials, their performance, and their operations 
• Delineation of procedures 
• Measurement of quantity and quality in describing materials, products, systems, services, 

or practices. 
 
To understand the current activities that take place at NIST, its public good mission must be 
placed in an historical perspective. The concept of the government’s involvement in standards 
traces to the Articles of Confederation signed on July 9, 1778. In Article 9, §4: 

 
51 Some of these laboratories are government owned but contractor operated (GOCO) and others are government 
owned and government operated (GOGO). 
52 Emphasis is placed on direct technology infrastructure because a significant amount of indirect technology 
infrastructure comes from all departments and agencies as technological knowledge spillover and is transferred to 
industry in one form or another. 
53 This historical overview draws from Link and Scott (1998). 



 
The United States, in Congress assembled, shall also have the sole and exclusive right 
and power of regulating the alloy and value of coin struck by their own authority, or by 
that of the respective States; fixing the standard of weights and measures throughout the 
United States ... 

 
This responsibility was reiterated in Article 1, §8 of the Constitution of the United States: 
 

The Congress shall have power ... To coin money, regulate the value thereof, and of 
foreign coin, and fix the standard of weights and measures ... 

 
On July 20, 1866, Congress and President Andrew Johnson authorized the use of the metric 
system in the United States. This was formalized in the Act of 28 July 1866—An Act to 
Authorize the Use of the Metric System of Weights and Measures: 
 

Be it enacted ..., That from and after the passage of this act it shall be lawful throughout 
the United States of America to employ the weights and measures of the metric system; 
and no contract or dealing, or pleading in any court, shall be deemed invalid or liable to 
objection because the weights or measures expressed or referred to therein are weights 
and measures of the metric system. 

 
As background to this Act, the origins of the metric system can be traced to the research of 
Gabriel Mouton, a French vicar, in the late 1600s. His standard unit was based on the length of 
an arc of 1 minute of a great circle of the earth. Given the controversy of the day over this 
measurement, the National Assembly of France decreed on May 8, 1790, that the French 
Academy of Sciences along with the Royal Society of London deduced an invariable standard 
for all the measures and all the weights. Within a year, a standardized measurement plan was 
adopted based on terrestrial arcs, and the term mètre (meter), from the Greek metron meaning to 
measure, was assigned by the Academy of Sciences. 
 
Because of the growing use of the metric system in scientific work rather than commercial 
activity, the French government held an international conference in 1872, which included the 
participation of the United States, to settle on procedures for the preparation of prototype metric 
standards. Then, on May 20, 1875, the United States participated in the Convention of the Meter 
in Paris and was one of the eighteen signatory nations to the Treaty of the Meter. 
 
In a Joint Resolution before Congress on March 3, 1881, it was resolved that: 
 

The Secretary of the Treasury be, and he is hereby directed to cause a complete set of all 
the weights and measures adopted as standards to be delivered to the governor of each 
State in the Union, for the use of agricultural colleges in the States, respectively, which 
have received a grant of lands from the United States, and also one set of the same for the 
use of the Smithsonian Institution. 

 



Then, the Act of 11 July 1890 gave authority to the Office of Construction of Standard Weights 
and Measures (or Office of Standard Weights and Measures), which had been established in 
1836 within the Treasury’s Coast and Geodetic Survey: 
 

For construction and verification of standard weights and measures, including metric 
standards, for the customhouses, and other offices of the United States, and for the 
several States ... 

 
The Act of 12 July 1894 established standard units of electrical measure: 
 

Be it enacted ..., That from and after the passage of this Act the legal units of electrical 
measure in the United States shall be as follows: ... That it shall be the duty of the 
National Academy of Sciences [established in 1863] to prescribe and publish, as soon as 
possible after the passage of this Act, such specifications of detail as shall be necessary 
for the practical application of the definitions of the ampere and volt hereinbefore given, 
and such specifications shall be the standard specifications herein mentioned. 

 
Following from a long history of our Nation’s leaders calling for uniformity in science, traceable 
at least to the several formal proposals for a Department of Science in the early 1880s, and 
coupled with the growing inability of the Office of Weights and Measures to handle the 
explosion of arbitrary standards in all aspects of federal and state activity, it was inevitable that a 
standards laboratory would need to be established. The political force for this laboratory came in 
1900 through Lyman Gage, then Secretary of the Treasury under President William McKinley. 
Gage’s original plan was for the Office of Standard Weights and Measures to be recognized as a 
separate agency called the National Standardizing Bureau. This Bureau would maintain custody 
of standards, compare standards, construct standards, test standards, and resolve problems in 
connection with standards. Although Congress at that time wrestled with the level of funding for 
such a laboratory, the importance of the laboratory was not debated. Finally, the Act of 3 March 
1901, also known as the Organic Act, established the National Bureau of Standards within the 
Department of the Treasury, where the Office of Standard Weights and Measures was 
administratively located: 
 

Be it enacted by the Senate and House of Representatives of the United States of America 
in Congress assembled, That the Office of Standard Weights and Measures shall 
hereafter be known as the National Bureau of Standards ... That the functions of the 
bureau shall consist in the custody of the standards; the comparison of the standards used 
in scientific investigations, engineering, manufacturing, commerce, and educational 
institutions with the standards adopted or recognized by the Government; the 
construction, when necessary, of standards, their multiples and subdivisions; the testing 
and calibration of standard measuring apparatus; the solution of problems which arise in 
connection with standards; the determination of physical constants and the properties of 
materials, when such data are of great importance to scientific or manufacturing interests 
and are not to be obtained of sufficient accuracy elsewhere. 

 
The Act of 14 February 1903, established the Department of Commerce and Labor, and in that 
Act it was stated that the National Bureau of Standards be moved from the Department of the 



Treasury to the Department of Commerce and Labor. Then, in 1913, when the Department of 
Labor was established as a separate entity, the Bureau was formally housed in the Department of 
Commerce. 
 
In the post World War I years, the Bureau’s research focused on assisting in the growth of 
industry. Research was conducted on ways to increase the operating efficiency of automobile and 
aircraft engines, electrical batteries, and gas appliances. Also, work was begun on improving 
methods for measuring electrical losses in response to public utility needs. This latter research 
was not independent of international efforts to establish electrical standards similar to those 
established over 50 years earlier for weights and measures. 
 
After World War II, significant attention and resources were devoted to the activities of the 
Bureau. In particular, the Act of 21 July 1950 established standards for electrical and 
photometric measurements: 
 

Be it enacted by the Senate and House of Representatives of the United States of America 
in Congress assembled, That from and after the date this Act is approved, the legal units 
of electrical and photometric measurements in the United States of America shall be 
those defined and established as provided in the following sections. ... The unit of 
electrical resistance shall be the ohm ... The unit of electrical current shall be the ampere 
... The unit of electromotive force and of electrical potential shall be the volt ... The unit 
of electrical quantity shall be the coulomb ... The unit of electrical capacity shall be the 
farad ... The unit of electrical inductance shall be the henry ... The unit of power shall be 
the watt ... The units of energy shall be the (a) joule ... and (b) the kilowatt-hour ... The 
unit of intensity shall be the candle ... The unit of flux light shall be the lumen ... It shall 
be the duty of the Secretary of Commerce to establish the values of the primary electric 
and photometric units in absolute measure, and the legal values for these units shall be 
those represented by, or derived from, national reference standards maintained by the 
Department of Commerce. 

 
Then, as a part of the Act of 20 June 1956, the Bureau moved from Washington, DC to 
Gaithersburg, Maryland. The responsibilities listed in the Act of 21 July 1950, and many others, 
were transferred to the National Institute of Standards and Technology (NIST) when the National 
Bureau of Standards was renamed under the guidelines of the Omnibus Trade and 
Competitiveness Act of 1988: 
 

The National Institute of Standards and Technology [shall] enhance the competitiveness 
of American industry while maintaining its traditional function as lead national 
laboratory for providing the measurement, calibrations, and quality assurance techniques 
which underpin United States commerce, technological progress, improved product 
reliability and manufacturing processes, and public safety ... [and it shall] advance, 
through cooperative efforts among industries, universities, and government laboratories, 
promising research and development projects, which can be optimized by the private 
sector for commercial and industrial applications ... [More specifically, NIST is to] 
prepare, certify, and sell standard reference materials for use in ensuring the accuracy of 
chemical analyses and measurements of physical and other properties of materials... 



 
The organizational structure at NIST. NIST’s mission is to promote U.S. economic growth by 
working with industry to develop and apply technology, measurements, and standards. It carries 
out this mission through four major programs including ATP, but its centerpiece program is the 
measurement and standards laboratories program. It provides technical leadership for vital 
components of the nation’s technology infrastructure needed by U.S. industry to continually 
improve its products and services. 
 
The economics of standards.54 An industry standard is a set of specifications to which all 
elements of products, processes, formats, or procedures under its jurisdiction must conform. The 
process of standardization is the pursuit of this conformity, with the objective of increasing the 
efficiency of economic activity. 
 
The complexity of modern technology, especially its system character, has lead to an increase in 
the number and variety of standards that affect a single industry or market. Standards affect the 
R&D, production, and market penetration stages of economic activity and therefore have a 
significant collective effect on innovation, productivity, and market structure. Thus, a concern of 
government policy is the evolutionary path by which a new technology or, more accurately, 
certain elements of a new technology become standardized. 
 
Standardization can and does occur without formal promulgation as a standard. This distinction 
between de facto and promulgated standards is important more from an institutional process than 
an economic impact perspective. In one sense, standardization is a form rather than a type of 
infrastructure because it represents a codification of an element of an industry’s technology or 
simply information relevant to the conduct of economic activity. And, because the selection of 
one of several available forms of a technology element as the standard has potentially important 
economic effect, the process of standardization is important. 
 
While economics is increasingly concerned with standards due to their proliferation and 
pervasiveness in many new high-technology industries, the economic roles of standards are 
unfortunately poorly understood. Standards can be grouped into two basic categories: product-
element standards and nonproduct-element standards. This distinction is important because the 
economic role of each type is different. 
 
Product-element standards typically involve one of the key attributes or elements of a product, as 
opposed to the entire product. In most cases, market dynamics determine product-element 
standards. Alternative technologies compete intensely until a dominant version gains sufficient 
market share to become the single de facto standard. Market control by one firm can truncate this 
competitive process. Conversely, nonproduct-element standards tend to be competitively neutral 
within the context of an industry. This type of standard can impact an entire industry’s efficiency 
and its overall market penetration rate. Industry organizations often set nonproduct-element 
standards using consensus processes. The technical bases (infratechnologies) for these standards 
have a large public good content. Examples include measurement and test methods, interface 
standards, and standard reference materials. 
 

 
54 This section draws from Tassey (2000). 



From both the positions of a strategically focused firm as well as a public policy maker, 
standardization is not an all-or-nothing proposition. In complimented system technologies, such 
as distributed data processing, telecommunications, or factory automation, standardization 
typically proceeds in an evolutionary matter in lock step with the evolution of the technology. 
Complete standardization too early in the technology’s life cycle can constrain innovation. 
 
The overall economic value of a standard is determined by its functionality (interaction with 
other standards at the systems level) and the cost of implementation (compliance costs). 
Standards should be competitively neutral, which means adaptable to alternative applications of 
a generic technology over that technology’s life cycle. 
 
12. Toward a more integrated entrepreneurial process 
 
An integrated entrepreneurial process is illustrated in Figure 9. As in the earlier schematics in 
Figures 1 and 4, the strategic direction of the firm and the competitive pressures that it faces 
motivate an entrepreneurial response. R&D activity is the primary resource that the firm relies 
upon to investigate the appropriate response and to act upon it, but Figure 9 includes additions to 
the earlier schematics that reflect the complexity of the entrepreneurial process. 
 

 
Figure 9. The entrepreneurial process: an integrated look. 
 
One addition to Figure 9 is the inclusion of several factors that influence the level of in-house 
R&D. The first of these is the infrastructure technology that comes from federal laboratories, 
such as NIST, or from the environment created by being located in a science park. The second is 
involvement in research partnerships, with other firms or perhaps with either a university or a 
federal laboratory. The third addition is the recognition that many innovations diffuse into 
society and generate spillover benefits to other firms in outside industries. Finally, the science 
base also influences the level of R&D activity. The science base conceptualizes the stock of 
knowledge generated from basic research. The science base resides in the public domain—and 
the public domain is international in scope—generally in the form of scientific journals but also 
it is in part embodied in university scientists. 
 



Two internal feedback mechanisms, depicted by dashed lines, are also added to Figure 9. The 
first feedback in the model flows from innovation to the science base. Once an innovation exists, 
knowledge has been created and it too will reside in the public domain. 
 
The second internal feedback extends from innovation to competitive market conditions. It 
reflects the extent to which innovation can alter the competitive landscape. This can be seen, for 
example, in the evolution of industries, where new technologies eclipse old.55 Although profit 
opportunities create an incentive for innovation, innovation can subsequently alter the structure 
of a market and in so doing, the profit opportunities in that marketplace. Generally speaking, 
market structure and market behavior are jointly endogenous. More recent literature on industry 
structure, applied to issues such as innovation, often uses a game-theory approach to separate out 
endogenous effects from true exogenous conditions.56 
 
Forward-looking entrepreneurial strategy takes seriously the feedback from innovation to market 
conditions. Such strategy shapes the nature of rivalry in the innovation process. For example, in 
one scenario, a significant innovation can create a monopoly for the successful entrepreneur, 
either due to a patent award or from the failure of rivals to quickly imitate. In this case, absent 
other market failures such as spillovers, the profit incentive likely leads to intense competition 
between competing entrepreneurs in their “race” to innovate. It follows that the initial 
competitive landscape ultimately changes to a monopoly. Interestingly, game-theory modeling 
shows that excessive duplicative R&D may occur in this scenario. However, as discussed in 
previous sections, and confirmed by game theoretic models, an opposite result can occur if 
significant spillovers of knowledge flow from one firm to another. That is, strategic R&D 
competition may yield too little innovative activity because the flow of knowledge to 
competitors has a negative effect on the entrepreneur’s position.57 
 
The usefulness of Figure 9 is not only as a summary device but also it is a means to highlight the 
myriad sources of scientific and technical information that firms rely on to support their 
innovative activity. Certainly, not all firms rely on each source to the same degree. Larger firms 
in competitive environments generally rely more heavily on their in-house R&D than smaller 
firms. Small firms rely more on external sources of technical expertise. 
 
Figure 9 is also a useful device for summarizing public policies toward R&D. The patent system 
and the R&E tax credit provide direct incentives to the firm to increase its level of R&D. The 
NCRA and the NCRPA affect the efficiency of in-house R&D by reducing duplicative research 
costs and shortening the fundamental research stage. Government-provided infrastructure 
technology through standards reduces transaction costs in the market, thus lowering the marginal 
cost of R&D. Finally, federal support of university research continually enriches the science base 
thus facilitating the in-house R&D process. 
 
13. Labor market for R&D scientists and engineers 
 

 
55 See Audretsch (1995). 
56 The market structure and behavior relationship is described in general in Tirole (1988), pp. 1–4, and in terms of 
innovative activity in Kamien and Schwartz (1982), Chapter 6. 
57 See Tirole (1988), Chapter 10, for analysis of both innovation races and spillovers. 



Key inputs into the R&D process are scientists and engineers (S&E) working in R&D 
laboratories. Because of the need for these individuals to be highly trained, the relevant segment 
of that workforce consists of those who have received a doctorate or are studying for it.58 
 
The majority of doctoral scientists trained in the United States are employed in institutions of 
higher education although over time, industry is employing more and more scientists. While 
academe once employed 60 percent of all Ph.D. scientists, this percentage has been below 50 
since 1990. In contrast, industry, which used to employ fewer than one in four scientists, now 
employs approximately one in three. 
 
The production or supply of new doctorates in the U.S. can be summarized in terms of the ratio 
of Ph.D.s granted to U.S. citizens and permanent residents to the U.S.-population aged 25–34. 
The proportion of 25–34 aged individuals receiving a Ph.D. in both the physical and life sciences 
increased throughout the 1960s, declined in the 1970s, was fairly stable in the 1980s, and again 
increased during the 1990s. 
 
Foreign-born scientists and engineers 
 
Approximately 18 percent of the highly-skilled (doctoral or medical degree) scientists in the U.S. 
in 1980 were foreign-born.59 The percentage of foreign-born was highest among physical 
scientists (20.4 percent) and lowest among life scientists (15.4 percent). By 1990, the proportion 
foreign-born increased to nearly 25 percent. More than one in four physical scientists and math 
and computer scientists working in the U.S. were born abroad. For life scientists, the proportion 
had increased from approximately one in seven to one in five. The proportion of engineers who 
are foreign born is substantially smaller than that of highly-trained (bachelor’s degree) scientists. 
In 1980 approximately 14 percent were foreign-born; this had crept up to about 16 percent by 
1990. 
 
A large number of immigrants who receive their doctoral training abroad initially come to the 
United States to take postdoctoral positions. For example, of the 14,918 postdoctoral appointees 
training in the life sciences in doctorate-training institutions in the United States in 1996, NSF 
estimates that 7,425—almost exactly half—were not U.S. citizens.60 In the physical sciences the 
proportion was even higher, at 57 percent. While some of these are permanent non-residents, a 
number come as temporary residents. 
 
The effect of policy to stimulate R&D on S&E labor markets 
 

 
58 There are certain fields in S&E where doctoral training is not a necessary condition for work in R&D. 
Engineering is a good case in point. Moreover, as innovation becomes more and more imbedded in non-R&D 
functions of the firm, the doctoral trained workforce may become less key to understanding patterns of innovation. 
59 If they immigrate prior to receiving their doctoral training, and if they indicate at the time that they receive their 
degree that they plan to remain in the U.S., they are captured in the National Science Foundation’s Survey of 
Doctorate Recipients (the database from where the above statistics came). If, however, they immigrate after 
receiving their doctoral training, they are not included in this database and are only captured in a sampling frame 
created every ten years, based on the decennial census and known as the National Survey of College Graduates 
(NSCG). See Stephan and Levin (2000) for a discussion. 
60 See National Science Foundation (1998). 



The federal government has several policy mechanisms to stimulate R&D activity. In industry, 
research is stimulated through the use of the R&E tax credit, as well as through direct subsidies. 
University research is encouraged through the provision of a large funding pool for faculty 
grants. Depending on the sector targeted, the labor market consequences of these policies vary 
considerably. 
 
The government’s policy intent to stimulate R&D in the private sector increases the demand for 
R&D processes and, by extension, the demand for highly-trained scientists and engineers. This 
increase in demand, however, only results in an increase in the number of S&E workers in 
industry if the supply of S&E workers is not fixed but instead is responsive to higher wage rates. 
If the supply of S&E workers is not wage responsive, then public policies to stimulate R&D will 
only have a compensation effect rather than an employment effect. 
 
The government policy to support R&D in the university sector, however, can affect S&E labor 
markets quite differently. This is because graduate students are especially responsive to the level 
and availability of research support, and a significant portion of the R&D funding that supports 
university research provides support for graduate research assistants. 
 
There are a number of barriers to attracting S&E doctorates to industry:61 
 

• A lack of good information to graduate students concerning the rewards to working in 
industry. 

• Attitudes among faculty that employment in industry makes the student a second-class 
scientist. 

• Opportunities for recent Ph.D.s to remain in academe and work as a post doctorate 
fellows. 

• Funding patterns that tie students and post doctorates to their mentor’s laboratory, 
thereby decreasing the opportunity to have different research experiences and potentially 
learn more about positions in industry. 

 
The existence of such barriers suggests that government policies as they relate to the S&E 
workforce are less than efficient. Possible solutions to these inefficiencies include: 
 

• The provision of information concerning employment opportunities in industry to 
aspiring students as well as to students enrolled in programs. 

• The creation of training grants which fund the student, instead of the faculty member, 
thereby providing students greater independence. 

• The reshaping of graduate education along the lines followed by professional schools, 
including the provision of information about career prospects and the provision of 
opportunities to work in industry while in graduate school.62 

 
Forecasting scientific labor markets 
 

 
61 See Romer (2000) and Stephan and Levin (2000). 
62 See Romer (2000). 



Although economists’ models of scientific labor markets have been somewhat successful in 
providing insight into factors affecting demand and supply, reliable forecasts of scientific labor 
markets do not exist, partly because of the unavailability of reliable predictions of variables 
affecting supply and demand.63 While this problem is endemic to forecasting in general, the ups 
and downs of federal funding make forecasts of scientific labor markets particularly unreliable. 
 
Despite these problems, forecasts of scientific labor markets are somewhat common, in part 
because they are mandated by Congress, supposedly in an effort to keep the United States’ 
innovation process healthy and its industry competitive. 
 
14. Public accountability64 
 
The concept of public accountability can be traced as far back as President Woodrow Wilson’s 
reforms, and in particular to the Budget and Accounting Act of 1921. This Act of June 10, 1921 
not only required the President to transmit to Congress a detailed budget on the first day of each 
regular session, but also it established the General Accounting Office (GAO) to settle and adjust 
all accounts of the government. We note this fiscal accountability origin because the GAO has 
had a significant role in the evolution of accountability-related legislation during the past decade. 
 
What follows is a review the legislative history of legislation that falls broadly under the rubric 
of public accountability. As Collins (1997, p. 7) notes: 
 

As public attention has increasingly focused on improving the performance and 
accountability of Federal programs, bipartisan efforts in Congress and the White House 
have produced new legislative mandates for management reform. These laws and the 
associated Administration and Congressional policies call for a multifaceted approach—
including the provision of better financial and performance information for managers, 
Congress, and the public and the adoption of integrated processes for planning, 
management, and assessment of results. 

 
Fundamental to any evaluation of a public institution is the recognition that the institution is 
accountable to the public, that is to taxpayers, for its activities. With regards to technology-based 
institutions, this accountability refers to being able to document and evaluate research 
performance using metrics that are meaningful to the institutions’ stakeholders, meaning to the 
public. 
 
Performance accountability 
 
Chief Financial Officers Act of 1990. The GAO has a long-standing interest and a well-
documented history of efforts to improve governmental agency management through 
performance measurement. For example, in February 1985 the GAO issued a report entitled 
“Managing the Cost of Government—Building An Effective Financial Management Structure” 

 
63 The variables usually found to affect the supply of enrollees (or the number of graduates) in a specific field are the 
salary paid in that field, salary in an alternative occupation, such as law or business and (for men) the draft 
deferment policy. 
64 This section draws directly from Link and Scott (1998). 



which emphasized the importance of systematically measuring performance as a key area to 
ensure a well-developed financial management structure. 
 
On November 15, 1990, the 101st Congress passed the Chief Financial Officers Act of 1990. As 
stated in the legislation as background for this Act: 
 

The Federal Government is in great need of fundamental reform in financial management 
requirements and practices as financial management systems are obsolete and inefficient, 
and do not provide complete, consistent, reliable, and timely information. 

 
The stated purposes of the Act are to: 
 

1. Bring more effective general and financial management practices to the Federal 
Government through statutory provisions which would establish in the Office of 
Management and Budget a Deputy Director for Management, establish an Office of 
Federal Financial Management headed by a Controller, and designate a Chief Financial 
Officer in each executive department and in each major executive agency in the Federal 
Government. 

2. Provide for improvement, in each agency of the Federal Government, of systems of 
accounting, financial management, and internal controls to assure the issuance of reliable 
financial information and to deter fraud, waste, and abuse of Government resources. 

3. Provide for the production of complete, reliable, timely, and consistent financial 
information for use by the executive branch of the Government and the Congress in the 
financing, management, and evaluation of Federal programs. 

 
The key phrase in these stated purposes is in point (3) above, “evaluation of Federal programs.” 
Toward this end, the Act calls for the establishment of agency Chief Financial Officers, where 
agency is defined to include each of the Federal Departments. And, the agency Chief Financial 
Officer shall, among other things, “develop and maintain an integrated agency accounting and 
financial management system, including financial reporting and internal controls,” which, among 
other things, “provides for the systematic measurement of performance.” 
 
While the Act does outline the many fiscal responsibilities of agency Chief Financial Officers, 
and their associated auditing process, the Act’s only clarification of “evaluation of Federal 
programs” is in the above phrase, “systematic measurement of performance.” However, neither a 
definition of “performance” nor guidance on “systematic measurement” is provided in the Act. 
Still, these are the seeds for the growth of attention to performance accountability. 
 
Government Performance and Results Act of 1993. Legislative history is clear that the 
Government Performance and Results Act (GPRA) of 1993 builds upon the February 1985 GAO 
report and the Chief Financial Officers Act of 1990. The 103rd Congress stated in the August 3, 
1993 legislation that it finds, based on over a year of committee study, that: 
 

1. waste and inefficiency in Federal programs undermine the confidence of the American 
people in the Government and reduce the Federal Government’s ability to address 
adequately vital public needs; 



2. Federal managers are seriously disadvantaged in their efforts to improve program 
efficiency and effectiveness, because of insufficient articulation of program goals and 
inadequate information on program performance; and 

3. congressional policymaking, spending decisions and program oversight are seriously 
handicapped by insufficient attention to program performance and results. 

 
Accordingly, the purposes of GPRA are to: 
 

1. improve the confidence of the American people in the capability of the Federal 
Government, by systematically holding Federal agencies accountable for achieving 
program results; 

2. initiate program performance reform with a series of pilot projects in setting program 
goals, measuring program performance against those goals, and reporting publicly on 
their progress; 

3. improve Federal program effectiveness and public accountability by promoting a new 
focus on results, service quality, and customer satisfaction; 

4. help Federal managers improve service delivery, by requiring that they plan for meeting 
program objectives and by providing them with information about program results and 
service quality; 

5. improve congressional decisionmaking by providing more objective information on 
achieving statutory objectives, and on the relative effectiveness and efficiency of Federal 
programs and spending; and 

6. improve internal management of the Federal Government. 
 
The Act requires that the head of each agency submit to the Director of the Office of 
Management and Budget (OMB): 
 

... no later than September 30, 1997 ... a strategic plan for program activities. Such plan 
shall contain ... a description of the program evaluations used in establishing or revising 
general goals and objectives, with a schedule for future program evaluations. 

 
And, quite appropriately, the Act defines program evaluation to mean “an assessment, through 
objective measurement and systematic analysis, of the manner and extent to which federal 
programs achieve intended objectives.” In addition, each agency is required to: 
 

... prepare an annual performance plan [beginning with fiscal year 1999] covering each 
program activity set forth in the budget of such agency. Such plan shall ... establish 
performance indicators to be used in measuring or assessing the relevant outputs, service 
levels, and outcomes of each program activity; 

 
where “performance indicator means a particular value or characteristic used to measure output 
or outcome.” 
 
Cozzens (1995) correctly notes that one fear about GPRA is that it will encourage agencies to 
ignore what is difficult to measure, no matter how relevant. Alternatively, one could wear a more 



pessimistic hat and state that GPRA will encourage agencies to emphasize what is easy to 
measure, no matter how irrelevant. 
 
Fiscal accountability 
 
Legislation following GPRA emphasizes fiscal accountability more than performance 
accountability. While it is not our intent to suggest that performance accountability is more or 
less important than fiscal accountability, for we believe that both aspects of public accountability 
are important, the emphasis in the case studies conducted at NIST that are summarized in this 
paper is on performance accountability. Nevertheless, our discussion would not be complete in 
this chapter without references to the Government Management Reform Act of 1994 and the 
Federal Financial Management Improvement Act of 1996. 
 
Government Management Reform Act of 1994. The Government Management Reform Act of 
1994 builds on the Chief Financial Officers Act of 1990. Its purpose is to improve the 
management of the federal government though reforms to the management of federal human 
resources and financial management. Motivating the Act is the belief that federal agencies must 
streamline their operations and must rationalize their resources to better match a growing 
demand on their services. Government, like the private sector, must adopt modern management 
methods, utilize meaningful program performance measures, increase workforce incentives 
without sacrificing accountability, and strengthen the overall delivery of services. 
 
Federal Financial Management Improvement Act of 1996. The Federal Financial Management 
Improvement Act of 1996 follows from the belief that federal accounting standards have not 
been implemented uniformly through federal agencies. Accordingly, this Act establishes a 
uniform accounting reporting system in the federal government. 
 
This overview of what we call public accountability legislation makes clear that government 
agencies are becoming more and more accountable for their fiscal and performance actions. And, 
these agencies are being required to a greater degree than ever before to account for their 
activities through a process of systematic measurement. For technology-based institutions in 
particular, internal difficulties are arising as organizations learn about this process. 
 
Compliance with these guidelines is causing increased planning and impact assessment activity 
and is also stimulating greater attention to methodology. Perhaps there is no greater validation of 
this observation than the diversity of response being seen among public agencies, in general, and 
technology-based public institutions, in particular, as they grope toward an understanding of the 
process of documenting and assessing their public accountability. Activities in recent years have 
ranged from interagency discussion meetings to a reinvention of the assessment wheel, so to 
speak, in the National Science and Technology Council’s (1996) report, “Assessing Fundamental 
Science.” 
 
Systematic approaches to the evaluation of technology-based programs 
 
GPRA is directionally, as opposed to methodologically, clear about the evaluation process; 
public institutions/research programs will identify outputs and quantify the economic benefits of 



the outcomes associated with such outputs. In our opinion, agencies should attempt to quantify 
outcome benefits and then compare those quantified benefits to the public costs to achieve the 
benefits. Although these are GPRA’s directions, the methodological hurdle that has been 
plaguing most public agencies is how to quantify benefits. And even with an acceptable 
quantification of benefits, will the confidence of the American people in public sector research 
be strengthened by simply comparing benefits to costs? 
 
We now consider two different approaches to program evaluation. It appears that the best 
evaluation technique for publicly-funded, publicly-performed research is based on a 
counterfactual method. In contrast, we conjecture that the best evaluation method for publicly-
funded, privately-performed research consists of an analysis of spillovers. These techniques are 
described in the following sections. 
 
Traditional evaluation methods. Griliches (1958) and Mansfield et al. (1977) pioneered the 
application of fundamental economic insight to the development of measurements of private and 
social rates of return to innovative investments. Streams of investment outlays through time—the 
costs—generate streams of economic surplus through time—the benefits. Once identified and 
measured, these streams of costs and benefits are used to calculate rates of return, benefit-to-cost 
ratios, or other related metrics. 
 
In the Griliches/Mansfield model, the innovations evaluated are conceptualized as reducing the 
cost of producing a good sold in a competitive market at constant unit cost. For any period, there 
is a demand curve for the good, representing its marginal benefit to consumers, and a horizontal 
supply curve. Innovation lowers the unit cost of production, shifting downward the horizontal 
supply curve and thereby, at the new lower equilibrium price, resulting in greater consumer 
surplus (economists’ measure of the value of the difference between the price consumers are 
willing to pay and the price they actually pay, summed over all purchases). Additionally, the 
Griliches/Mansfield model accounts for producer surplus, measured as the difference between 
the price the producers receive and the actual marginal cost, summed over the output sold, minus 
any fixed costs. Social benefits are then the streams of new consumer and producer surpluses, 
while private benefits are the streams of producer surplus, not all of which are necessarily new 
because the surplus gained by one producer may be cannibalized from the pre-innovation surplus 
of another producer. Social and private costs will, in general, also be divergent. 
 
The Griliches/Mansfield model for calculating economic social rates of return add the public and 
the private investments through time to determine social investment costs, and then the stream of 
new economic surplus generated from those investments is the benefit. Thus, the evaluation 
question that can be answered from such an evaluation analysis is: What is the social rate of 
return to the innovation, and how does that compare to the private rate of return? We argue that 
this is not the most appropriate question to ask from a public accountability perspective. The fact 
that the social rate of return is greater than the private rate of return may validate the role of 
government in innovation if the private sector would not have undertaken the research; but it 
ignores, for example, consideration of the cost effectiveness of the public sector undertaking the 
research as opposed to the private sector. 
 



The counterfactual evaluation method. A different question should be considered when publicly-
funded, publicly-performed investments are evaluated. Holding constant the very stream of 
economic surplus that the Griliches/Mansfield model seeks to measure, and making no attempt to 
measure that stream, one should ask the counterfactual question: What would the private sector 
have had to invest to achieve those benefits in the absence of the public sector’s investments? 
The answer to this question gives the benefits of the public’s investments—namely, the costs 
avoided by the private sector. With those benefits—obtained in practice through extensive 
interviews with administrators, federal research scientists, and those in the private sector who 
would have to duplicate the research in the absence of public performance—counterfactual rates 
of return and benefit-to-cost ratios can be calculated to answer the fundamental evaluation 
question: Are the public investments a more efficient way of generating the technology than 
private sector investments would have been? The answer to this question is more in line with the 
public accountability issues implicit in GPRA, and certainly is more in line with the thinking of 
public sector stakeholders, who may doubt the appropriateness of government’s having a role in 
the innovation process in the first place. 
 
The spillover evaluation method. There are important projects where economic performance can 
be improved with public funding of privately-performed research. Public funding is needed when 
socially valuable projects would not be undertaken without it. If the expected private rate of 
return from a research project falls short of the required rate called the hurdle rate, then the 
private sector firm will not invest in the project. Nonetheless, if the benefits of the research spill 
over to consumers and to firms other than the ones investing in the research, the social rate of 
return may exceed the appropriate hurdle rate. It would then be socially valuable to have the 
investments made, but since the private investor will not make them, the public sector should. By 
providing some public funding, thereby reducing the investment amount needed from the private 
firm or firms doing the research, the expected private rate of return can be increased above the 
hurdle rate. Thus, because of this subsidy, the private firm is willing to perform the research, 
which is socially desirable because much of its output spills over to other firms and sectors in the 
economy. 
 
The question asked in the spillover method is one that facilitates an economic understanding of 
whether the public sector should be underwriting aportion of private-sector firms’ research, 
namely: What proportion of the total profit stream generated by the private firm’s R&D and 
innovation does the private firm expect to capture; and hence, what proportion is not 
appropriated but is instead captured by other firms that imitate the innovation or use knowledge 
generated by the R&D to produce competing products for the social good? The part of the stream 
of expected profits captured by the innovator is its private return, while the entire stream is the 
lower bound on the social rate of return. In essence, this method weighs the private return, 
estimated through extensive interviews with firms receiving public support about their 
expectations of future patterns of events and future abilities to appropriate R&D-based 
knowledge, against private investments. The social rate of return weights the social returns 
against the social investments. 
 
The application of the spillovers model to the evaluation of public funding/private performance 
of research is appropriate since the output of the research is only partially appropriable by the 
private firm with the rest spilling over to society. The extent of the spillover of such knowledge 



with public good characteristics determines whether or not the public sector should fund or 
partially fund the research. 
 
Program evaluation 
 
Many public technology-based institutions have conducted program evaluations both as part of 
their overall management of the program and in response to GPRA. 
 
The U.S. General Accounting Office (GAO) monitors the performance evaluation progress of 
federal government agencies. Based on their assessment, “agencies’ fiscal year 2000 
performance plans show moderate improvements over the fiscal year 1999 plans ... [h]owever, 
key weaknesses remain ...” (GAO, 1999, p. 3). One weakness is that agencies’ performance data 
lack credibility. 
 
Not only is GAO expected to continue to monitor the performance of research programs, but also 
GPRA-like frameworks are beginning to be used at the state level. 
 
15. Conclusions 
 
Our primary purpose in writing this primer was to survey the landscape of topics that are related 
to the field of economics of science and technology. We have provided this survey based on 
historical and applied perspectives, all within the context of what we call the entrepreneurial 
process. We believe that this material is useful because most students and policymakers are not 
well informed about the economics of science and technology, despite the fact that the field’s 
knowledge includes many issues fundamental to economic growth. 
 
After reading this survey, we hope that readers will reach many of the same conclusions as we 
did concerning the state of the field, its emphases and, just as important, the gaps in knowledge. 
In our judgment, and from the perspective of researchers in this field, the study of the economics 
of science and technology has made important advances in the past two decades or so. In some 
instances, the areas of study we examined here were essentially unknown as formal research 
topics just a few short years ago. For example, the study of patents and intellectual property 
included relatively few important contributions among applied economists until fairly recently. 
Patent databases and measurement techniques have greatly facilitated the field of study, but 
equally important has been the influence of public policy. With changes in the laws and statutes 
pertaining to patents, and particularly the ownership of intellectual property among university 
and government researchers, the topic has become manifestly more important during recent 
years. Similarly, the study of domestic technology transfer could barely be considered a field 
even twenty years ago. But the convergence of research techniques and policy initiative has led 
to a growth of research on this topic. 
 
We believe that there are several issues that require further exploration. The first of these is the 
relationship between globalization and the development and ownership of science and 
technology. Although there is a long-standing literature on international technology transfer, the 
typical model employed in these studies focuses on understanding relations between a 
technology or knowledge donor nation and a recipient nation. Unfortunately, this type of model 



is not as relevant or useful for understanding the complexity of the current state of technology 
transfer. That is because there are now numerous instances where the firms’ nation of charter is 
almost inconsequential, where capital flows in a dizzying array of vehicles, institutions and 
multinational forums, and where technology is simultaneously marketed along different channels 
with different firms in a great number of countries. The complexity of this process does not lend 
itself easily to current models. 
 
Another area that should prove fruitful for students of the economics of science and technology 
is e-commerce. Indeed, there is already an increase in interest in electronic commerce and 
funding agencies such as the National Science Foundation are girding themselves to support 
programs of study for this topic. But thus far e-commerce has not been a topic of much interest 
to more than a handful of researchers using the theories and tools of the economics of science 
and technology. We suspect that this will change in the next few years. 
 
A third area that requires more attention is the intersection between the economics of science and 
technology and distributional and social equity issues (beyond the question of how new 
technology affects the workforce (Siegel, 1999). One of the most interesting questions of the 
economics of science and technology is who “wins” and who “loses” with innovation and the 
introduction of new technology. We have, for example, begun to talk about the “digital divide,” 
but there are also health care technology divides, among others. If we understand the economic 
forces that allow us efficiently to produce and market health care technologies and 
pharmaceuticals but do not understanding the distributional issues relating to access technology, 
it is possible to encourage, at the same time, more and more innovation and greater divisions in 
society. 
 
These are some of the “big questions.” Unfortunately, the field is not yet prepared to provide 
much evidence on these questions. But as needs change and resources shift, tomorrow’s 
economics of science and technology will almost certainly look very different than today’s. 
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