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ABSTRACT

Time series from fifteen OECD countries for the period 1870–1994 are examined to determine if per capita incomes are stochastically converging. To perform our tests, we utilize a minimum Lagrange multiplier unit root test that endogenously determines two structural breaks in level and trend. In contrast to other tests, our test is not subject to rejections of the null in the presence of a unit root with break(s). Overall, our empirical findings provide significant evidence to support that incomes are stochastically converging. One or two permanent breaks in relative income are identified for each country, most often around the two World Wars.
1. INTRODUCTION

An important prediction of the Solow (1956) growth model is that given the same savings rate, population growth, and technology, economies will “converge absolutely” to the same per capita income in the long-run steady-state. As such, convergence implies that countries with relatively low initial levels of income will grow faster than countries with relatively high initial levels of income in order to catch-up. Given persistent heterogeneous characteristics, the Solow model predicts that incomes will “converge conditionally” to their own steady-state or “compensating differential”.

Numerous studies have empirically examined the convergence hypothesis with varying results. Cross-sectional studies, such as Baumol (1986), Barro (1991), Barro and Sala-i-Martin, 1991 and Barro and Sala-i-Martin, 1992, and Mankiw et al. (1992) find general support for convergence among the industrial countries and their regions. In contrast to the cross-sectional studies, the time series results are less clear. For example, Quah (1990), using panel data, and Bernard and Durlauf (1995), using (univariate) cointegration tests, find little evidence of income convergence among large groups of countries. Contrary to this, Carlino and Mills (1993) and Loewy and Papell (1996) utilize one-break exogenous and endogenous unit root tests, respectively, and find support for convergence among the US regions. Fleissig and Strauss (2001) examine OECD countries with a variety of panel unit root tests and find, in general, support for convergence only in the post-WWII period.

In this paper, we utilize the time series methodology suggested in Carlino and Mills (1993) and test for “stochastic convergence”. Stochastic convergence implies that shocks to income of country “i” relative to the average income will be temporary. For each country, we examine the null hypothesis that incomes are diverging and test for a unit root in the log of the ratio of per capita income relative to the average. Failure to reject the unit root null hypothesis indicates evidence against income convergence. In this case, following a shock to relative income in country i there is no tendency for per capita income to return to the average; thus implying that incomes diverge. Contrary to this, rejection of a unit root supports the alternative hypothesis that shocks to relative income are temporary, implying that incomes converge. Since the test includes a constant term, stochastic convergence implies that incomes converge to a country-specific compensating differential. Therefore, stochastic convergence is consistent with conditional convergence.

Our paper differs from previous works in several ways. First, whereas other time series tests that support convergence do so with panel data we find strong support for convergence in single country (univariate) tests. Second, by allowing for two structural breaks the ability to reject a false unit root null hypothesis can be significantly increased. This may explain why previous time series tests that did not allow for structural breaks found less evidence of convergence. Third, as we will explain below, our testing methodology is not subject to rejections of the null in the presence of a unit root with break(s). Whereas previous endogenous break unit root tests might reject the null hypothesis, it is possible that rejection of the null indicates a unit root with break(s) rather than a stationary series with break(s). Thus, researchers utilizing the previous tests might incorrectly conclude that incomes converge when in fact the opposite is the case.
Fortunately, the empirical test that we employ is not subject to this type of spurious rejection. With our test methodology, a rejection of the null hypothesis unambiguously implies stationarity and stochastic convergence.

To test for convergence we examine real per capita incomes in fifteen industrial (OECD) countries over the time period 1870–1994. To perform our tests, we utilize the minimum Lagrange multiplier (LM) unit root test developed by Lee and Strazicich (2003). The test allows for two structural breaks in level and trend and determines the break points endogenously from the data. Given a time span of 125 years, we expect that major events, such as two World Wars and the Great Depression, might significantly impact the time path of relative incomes. As such, allowing for breaks can potentially strengthen our results by more correctly specifying the model. Overall, our empirical findings provide significant evidence that incomes are stochastically converging among OECD countries.

The remainder of the paper proceeds as follows. Section 2 describes our testing methodology. Section 3 describes the data, performs the tests, and discusses the results. Section 4 discusses the structural breaks. Section 5 summarizes and concludes.

2. TESTING METHODOLOGY

Perron (1989) initially showed that failure to allow for an existing structural break leads to a bias that reduces the ability to reject a false unit root null hypothesis. To provide a remedy, Perron proposed allowing for one known, or “exogenous,” structural break in the augmented Dickey–Fuller (ADF, hereafter) unit root test. Following Perron (1989), Zivot and Andrews (1992, ZA hereafter), and Perron (1997), among others, proposed determining the break point “endogenously” from the data. The ZA test selects the break point where the $t$-statistic that tests the unit root null is minimized (i.e., the most negative) and, therefore, least favorable to the unit root hypothesis. A similar test is developed by Perron (1997), which selects the break point where the absolute value of the $t$-statistic on the break term is maximized.

A potential problem common to the ADF-type endogenous break unit root tests is that they derive their critical values while assuming no break(s) under the null. Nunes et al. (1997) show that this assumption leads to size distortions in the presence of a unit root with break. Lee and Strazicich (2001) further investigate this issue and discover the source of the size distortions. In the presence of a unit root with break, the ZA and Perron (1997) tests tend to select the break point where bias and size distortions are the greatest. Lumsdaine and Papell (1997, LP hereafter), extend the ZA test to allow for two breaks in level and trend. Lee and Strazicich (2003) demonstrate that in the presence of a unit root with breaks, the same outcome occurs as in the one-break tests. As a result, when utilizing these ADF-type endogenous break unit root tests researchers might conclude that a time series is trend stationary, when in fact the series is nonstationary with break(s). In this regard, “spurious rejections” may result.

To avoid problems of bias and spurious rejections, we utilize the endogenous two-break LM unit root test derived in Lee and Strazicich (2003). In contrast to the ADF-type tests, size properties
of the two-break LM test are unaffected by breaks under the null. Thus, results using the LM test are more revealing, since rejection of the null unambiguously implies stochastic convergence.

The two-break minimum LM unit root can be described as follows. According to the LM (score) principle, a unit root test statistic can be obtained from the following regression:

\[ \Delta y_t = d' \Delta Z_t + \phi \tilde{S}_t - 1 + \Sigma \gamma_i \Delta \tilde{S}_t - i + \varepsilon_t, \]

where \( \tilde{S}_t \) is a de-trended series such that \( \tilde{S}_t = y_t - \tilde{y}_x - Z_t \tilde{\delta}, t=2,\ldots,T \). \( \tilde{\delta} \) is a vector of coefficients in the regression of \( \Delta y_t \) on \( \Delta Z_t \) and \( \tilde{y}_x = y_1 - Z_1 \tilde{\delta} \), where \( Z_t \) is defined below; \( y_1 \) and \( Z_1 \) are the first observations of \( y_t \) and \( Z_t \), respectively, and \( \Delta \) is the difference operator. \( \varepsilon_t \) is the contemporaneous error term and is assumed independent and identically distributed with zero mean and finite variance. \( \Delta \tilde{S}_t - i, i=1,\ldots,k \), terms are included as necessary to correct for serial correlation. \( Z_t \) is a vector of exogenous variables defined by the data generating process. Corresponding to the two-break equivalent of Perron’s (1989) Model C, with two changes in level and trend, \( Z_t \) is described by \( [1, t, D_{1t}, D_{2t}, DT_{1t}, DT_{2t}]' \), where \( D_{jt} = 1 \) for \( \in \ T_{Bj} + 1, j=1,2 \), and zero otherwise, \( DT_{jt} = 1 \) for \( \in \ T_{Bj} + 1, j=1,2 \), and zero otherwise, and \( T_{Bj} \) stands for the time period of the breaks. Note that the test regression (1) involves \( \Delta Z_t \) instead of \( Z_t \) so that \( \Delta Z_t \) becomes \( [1, B_{1t}, B_{2t}, D_{1t}, D_{2t}] \), where \( B_{jt} = \Delta D_{jt} \) and \( D_{jt} = \Delta DT_{jt} \), \( j=1,2 \). The unit root null hypothesis is described in Eq. (1) by \( \phi=0 \) and the test statistics are defined as follows:

\[ \tilde{\rho} = T \cdot \tilde{\phi}, \]

\[ \tilde{\tau} = t - \text{statistic for the null hypothesis } \phi = 0. \]

To endogenously determine the location of two breaks (\( \lambda_j = T_{Bj} / T, j=1,2 \)), the minimum LM unit root test uses a grid search as follows:

\[ \text{LM}_\rho = \text{Inf}_\lambda \tilde{\rho}(\lambda), \]

\[ \text{LM}_\tau = \text{Inf}_\lambda \tilde{\tau}(\lambda). \]

Since results are similar, we discuss only the LM test. As shown in Lee and Strazicich (2003), critical values for Model C depend (somewhat) on the location of breaks (\( \lambda_j \)). Therefore, we utilize critical values that correspond to the location of the breaks.\(^3\)
To implement our test, we first need to determine the number of augmentation terms $\Delta \tilde{S}_{t-i}$, $i=1,\ldots,k$, that correct for serial correlation in Eq. (1). At each combination of break points $\lambda=(\lambda_1, \lambda_2)$ in the time interval $[0.1T, 0.9T]$ (to eliminate end points), where $T$ is the sample size, we determine $k$ by following a “general to specific” procedure. We begin with a maximum number of lagged first-differenced terms $\text{max}k=8$ and examine the last term to see if it is significantly different from zero at the 10% level (critical value in an asymptotic normal distribution is 1.645). If insignificant, the maximum lagged term is dropped and the model re-estimated with $k=7$ terms and so on, until either the maximum term is found or $k=0$, at which point the procedure stops. This technique has been shown to perform well as compared to other data-dependent procedures that select the number of lagged augmented terms.\(^4\)

Advantages of the two-break minimum LM unit root test can be summarized as follows. First, the break points are endogenously determined from the data. Second, the test is not subject to spurious rejections in the presence of a unit root with break(s). Third, when the alternative hypothesis is true and spurious rejections are absent, Lee and Strazicich (2003) demonstrate that the two-break minimum LM test has greater or comparable power to the LP test.\(^5\)

3. DATA AND TEST RESULTS

We utilize Maddison’s (1995) data on annual per capita GDP over the time period 1870–1994 to test for stochastic convergence in fifteen OECD countries. The countries examined are Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany, Italy, the Netherlands, New Zealand, Norway, Sweden, the United Kingdom (UK), and the United States (US). The data adjusts for purchasing power parity in currencies and international average prices in commodities.

For each country $i$, we examine the natural logarithm of the ratio of per capita real GDP (PCGDP) relative to the average of all countries as follows:

\begin{equation}
\ln \left( \frac{\text{PCGDP}_{it}}{\text{average PCGDP}_t} \right).
\end{equation}

We utilize the endogenous two-break LM unit root test (LM, in (3b)) to examine the log relative income series in (4). Throughout, we consider Model C, which allows for two changes in level and trend.\(^6\)

Results of employing the two-break LM unit root test for the sample period 1870–1994 are shown in Table 1. Ten of the fifteen log relative income series reject the unit root null at the 10% significance level. Examination reveals that two structural breaks in level ($B_{it}$) and/or trend ($D_{it}$) are significant ($t$-values significant at 10%) in twelve countries, while only one structural break is significant in the three remaining countries (Finland, Italy, and Norway).\(^7\)
For Finland, Italy, and Norway a one-break unit root test appears more appropriate. Therefore, we want to determine if including two breaks instead of one can adversely affect power to reject the null for these three countries. To check for this possibility, we perform additional tests for these three countries using the one-break minimum LM unit root test developed in Lee and Strazicich (1999). The results are shown in Table 2. The one-break test results are essentially unchanged from the two-break results, except that Norway now rejects the unit root null at the stronger 1% significance level as compared to the previous 5% level. One-break point is significant in each country at the 10% level. The one country out of these three that failed to reject the unit root null in the two-break test (Italy) remains unable to reject the null in the one-break test suggesting that loss of power is not a factor in this case.\(^8\)
To check the robustness of our results, we will repeat the two-break tests utilized above for three smaller sub-samples: 1880–1994 (i.e., omitting the first 10 years); the post-WWI years of 1919–1994; and the post-WWII years of 1946–1994. Results are displayed in Table 3. For convenience, we include the summary statistics of the full sample period in the last three columns. Results for the 1880–1994 period are essentially unchanged from the full sample, with the exception that Germany no longer rejects divergence. For the post-WWI years, the null hypothesis implying divergence is rejected in twelve out of fifteen countries (at the 10% level of significance). These results provide stronger evidence for stochastic convergence, and suggest that the tendency for economies to converge was more pronounced after WWI. Finally, the post-WWII years provide weaker evidence of convergence as the null is rejected in only 5 of 15 countries. However, the significance of the post-WWII results should be taken with reservation. Given a sample size of $T=49$, the power of the unit root test is diminished.
Since only one structural break was found (at the 10% level of significance) for some countries, we will repeat the tests for these countries using the minimum one-break LM test. The results are shown in Table 4. For 1880–1994, the one-break results for Italy and Norway are essentially unchanged as compared to the two-break test. For the post-WWI period of 1919–1994, using the one-break test, Australia and Finland no longer reject divergence. However, the structural break is not significant for either country (at the 10% level). Therefore, we performed additional tests for these two countries using the no break LM unit root test of Schmidt and Phillips (1992). The results reject the unit root hypothesis for both countries (at the 5% level of significance). Thus, by combining results from the two, one, and no break tests stochastic convergence is supported for twelve of the fifteen countries. For the post-WWII years of 1946–1994 the one-break results are essentially unchanged as compared to the two-break test.

### Table 3

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k$</td>
<td>$T_0$</td>
<td>Test statistic</td>
<td>$k$</td>
</tr>
<tr>
<td>Austria</td>
<td>2</td>
<td>1943, 1950</td>
<td>$-6.05**$</td>
<td>8</td>
</tr>
<tr>
<td>Belgium</td>
<td>6</td>
<td>1917, 1940</td>
<td>$-5.75***$</td>
<td>6</td>
</tr>
<tr>
<td>Canada</td>
<td>5</td>
<td>1916, 1940</td>
<td>$-5.90**$</td>
<td>5</td>
</tr>
<tr>
<td>Germany</td>
<td>3</td>
<td>1943, 1953</td>
<td>$-5.16$</td>
<td>8</td>
</tr>
<tr>
<td>Italy</td>
<td>1</td>
<td>1912, 1946n</td>
<td>$-4.95$</td>
<td>1</td>
</tr>
<tr>
<td>Netherlands</td>
<td>1</td>
<td>1938, 1947</td>
<td>$-5.72**$</td>
<td>1</td>
</tr>
<tr>
<td>New Zealand</td>
<td>5</td>
<td>1920, 1945</td>
<td>$-4.82$</td>
<td>5</td>
</tr>
<tr>
<td>Norway</td>
<td>7</td>
<td>1918, 1967n</td>
<td>$-5.45$</td>
<td>7</td>
</tr>
<tr>
<td>Sweden</td>
<td>8</td>
<td>1913, 1943</td>
<td>$-4.71$</td>
<td>1</td>
</tr>
</tbody>
</table>

Notes: $k$ is the optimal number of lagged first-differenced terms included in the unit root test to correct for serial correlation. $T_0$ denotes the estimated break points. * indicates that the identified break point was not significant at the 10% level. Critical values are shown below for the two-break minimum LM unit root test with linear trend (Model C) at the 1%, 5%, and 10% levels for a sample of size $T = 100$, respectively. The critical values depends somewhat on the location of the breaks $\delta = (T_0/T, (T-T_0)/T)$, and are symmetric around $\delta$ and $1-\delta$. Critical values at additional break points can be interpolated. **, ***, and **** denote significant at the 10%, 5%, and 1% levels, respectively. The critical values shown below come from Table 2 in Lee and Strazichich (2003).
Overall, our empirical findings provide significant support for income convergence among OECD countries. As compared to previous univariate time series tests that did not allow for structural breaks, we find stronger support for convergence. For example, Bernard and Durlauf (1995) did not include structural breaks and found little evidence of convergence in their (univariate) cointegration tests. In their univariate ADF tests, Fleissig and Strauss (2001) also found little evidence of convergence. After employing panel unit root tests to increase power, Fleissig and Strauss (2001) again found little evidence of convergence over the time period of 1900–1987. The authors note that structural breaks likely occurred prior to 1948, which reduces the ability of their tests to reject a false unit root hypothesis. The difference in outcomes between the above authors and the present paper are likely due to our allowing for structural breaks. Our empirical findings thus provide noteworthy evidence that structural breaks should be considered in tests for convergence.\footnote{To visualize our empirical findings, we superimpose the level and trend breaks identified by the two-break test in Table 1 and plot the log of relative per capita income for each country. Linear trends are then estimated using ordinary least squares to connect the break points. The results are displayed in Fig. 1. Upon examination, it is apparent that most of the log relative income series appear stationary after allowing for structural breaks.}

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>-</td>
<td>-</td>
<td>8</td>
<td>1946n -3.89</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Austria</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Belgium</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Canada</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Denmark</td>
<td>-</td>
<td>-</td>
<td>4</td>
<td>1929n -3.75</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Finland</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>1966 -2.89</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>France</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>7</td>
<td>1929 -8.46**</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Germany</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Italy</td>
<td>1</td>
<td>1956 -3.62</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Netherlands</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>New Zealand</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>1975 -6.06***</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Norway</td>
<td>7</td>
<td>1918 -4.98**</td>
<td>-</td>
<td>-</td>
<td>8</td>
<td>1972 -3.97</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sweden</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>7</td>
<td>1918 -5.27***</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>UK</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>1972 -3.30</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>US</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Note: $\hat{k}$ is the optimal number of lags in the unit root test to correct for serial correlation. $\hat{\tau}$ denotes the estimated break point. $n$ denotes that the identified break point was not significant at the 10% level. Critical values are shown below for the one-break minimum LM unit root test with linear trend (Model C) at the 1%, 5%, and 10% levels for a sample of size $T = 100$, respectively. Critical values are symmetric around $\lambda$ and $(1-\lambda)$. Critical values at additional break points can be interpolated. **, ***, and **** denote significance at the 10%, 5%, and 1% levels, respectively. Critical values are the same as those shown below Table 2 and come from Lee and Strancich (1999).
Fig. 1. Log of per capita income relative to the mean, 1870–1994.
Fig. 1 (continued)
4. STRUCTURAL BREAKS

Examination of the break points in Table 1 and Table 2 reveals some interesting observations. In three countries (Canada, Norway, and New Zealand) the first structural break occurs around the World War I period of 1912–1927. In seven countries (Austria, Belgium, France, Germany, the Netherlands, the UK, and the US) the first structural break occurs around the World War II period of 1937–1949. In eight countries (Australia, Belgium, Canada, Denmark, France, the Netherlands, New Zealand, and Sweden) the second structural break occurs around the World War II period of 1938–1949. From the above, it is apparent that most structural breaks in relative incomes (67%) occur around the two World Wars. The findings are similar for both pre-WWII originating sub-samples in Table 3 and Table 4.

What are the implications of structural breaks to our findings? Most important is the impact from increased ability to reject the unit root hypothesis. For example, whereas Bernard and Durlauf (1995) found little evidence of income convergence in long time series, after allowing for
structural breaks we find significant support for convergence over a similar time period. This point is similarly noted by Fleissig and Strauss (2001) who suggest that structural breaks may be the reason why in spite of employing panel tests to increase power, they found little evidence of convergence in time series that begin prior to WWII. In context of the Solow growth model, the finding of significant structural breaks suggests that country-specific conditioning variables, such as the relative level of technology, can be permanently altered by major shocks. Following a major shock, the time path of relative income can be permanently altered.

5. CONCLUSION

Time series data from fifteen OECD countries are examined over the period 1870–1994 to test for evidence of stochastic convergence in per capita incomes. To perform our tests, we utilize a LM unit root test that endogenously determines two structural breaks in level and trend. Our empirical findings provide significant evidence that incomes are stochastically converging. These results contrast with other time series tests that did not allow for structural breaks. By allowing for two structural breaks in each country, our tests benefit from greater ability to reject a false unit root null. After controlling for breaks, we find that most shocks to relative incomes are temporary and incomes converge. One or two significant breaks are identified in each country and most often correspond to time periods around the two World Wars. The existence of breaks suggests that relative incomes are stochastically converging, but subject to a small number of significant shocks that permanently alter country-specific compensating differentials.

NOTES

2. These cross-section studies test the notion of “β-convergence”. Some recent papers note pitfalls of this test for convergence (see, e.g., Evans, 1996; Evans and Karras, 1996; Quah, 1996).

3. The two-break minimum LM unit root test for Model C remains free of size distortions and spurious rejections in the presence of a unit root with break(s). See Lee and Strazicich (2003) for a description of the asymptotic properties of this test.

4. See, e.g., Ng and Perron (1995). To perform our tests, we jointly determine both the location of breaks and the number of augmentation terms endogenously from the data prior to computing the LM unit root test statistic. Gauss codes for the two-break minimum LM test are available on the web site http://www.cba.ua.edu/~jlee/ gauss.

5. While one might suggest allowing for more than two breaks in the unit root test we do not consider this possibility in this paper. In particular, the computational burden of identifying three or more break points, in conjunction with determining the optimal number of lagged augmented terms, would significantly increase. However, allowing for more than two breaks in the unit root test may not be a concern here since we find that, in general, two breaks is sufficient to reject the null.
6. Eq. (4) implies that shocks of the same percentage common to all countries would leave relative incomes unchanged. Therefore, the structural breaks identified by our tests would be country-specific. In terms of convergence, any identified structural breaks would imply a permanent change in a country’s compensating differential. Throughout, we require that each break be significant at the 10% level.

7. As previously noted, the LM unit root test allows for the possibility of structural breaks under the unit root null hypothesis. Therefore, in the testing regression $B_t$ and $D_t$ denote shifts in level and trend, respectively, under the alternative hypothesis and one period jumps in level and permanent shifts in level, respectively, under the null hypothesis. Note that the first break applies to $B_1$ and $D_1$, while the second break applies to $B_2$ and $D_2$, respectively.

8. To examine comparable results of not allowing for any breaks, we additionally applied the no-break LM unit root test of Schmidt and Phillips (1992). The number of lagged augmented terms was again determined using the general to specific method. Not surprisingly, without allowing for breaks we could reject the null in only four of the fifteen countries: Denmark, France, Germany, and the Netherlands. This provides further evidence that failure to allow for structural breaks reduces the ability to reject a false unit root null. These results are available upon request.

9. We are grateful to an anonymous referee for this suggestion.

10. These results are available upon request.

11. Li and Papell (1999) utilize a Dickey–Fuller type endogenous one-break unit root test and find support for stochastic convergence of incomes for fourteen out of sixteen OECD countries. While they allow for one structural break in each time series, their tests are subject to the criticisms noted by Nunes et al. (1997) and Lee and Strazicich (2001). In particular, rejection of the null does not necessarily imply a stationary series with break, and, therefore convergence, but may imply a nonstationary series with break(s) and divergence. This outcome is due to the fact that their null hypothesis is a unit root without break.

12. This discussion refers to the two significant break points that were identified for twelve countries in Table 1 and one significant break point for the three remaining countries in Table 2.
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